At T
I CSAIL

Clinical NLP
(Classic Approaches)

March 2, 2023

Peter Szolovits

l - Massachusetts
Institute of

Technology



Outline

« Today
- Value of the data in clinical text
« Hyper-simplified linguistics
« Term spotting + handling negation, uncertainty
« ML to expand terms
« pre-NN ML to identify entities and relations
 language models
 vector space embeddings based on co-occurrence
+ adding context to help with disambiguation
- from embedding single words to phrases, sentences, etc.

* Next time:
- attention and transformers
* very large language models
- value of domain specificity



What do We Want from Clinical NLP?

Extract structured data from narrative text

- E.g., billing codes from notes; symptoms from narratives, plans from doctors’
and nurses’ notes

Generate narrative text from structured data (??!!)
Generate reports from non-narratives (imaging, signals, ...)

Combine text models with other data to create models for cohort selection,
outcome prediction, ...

Summarize vast numbers of notes to what’s important. (For what use cases?)
Question answering



orange=demographics
blue=patient condition, diseases, etc.

Bulk of Valuable Data are || 0\/nZorocedures. tests
|ﬂ Naﬂ’atlve Text magenta=resu|ts of measurements

purple=time

Mr. Blind is a with a history of diabetes mellitus, inferior
myocardial infarction, who underwent open repair of his increased diverticulum
November 13th at Sephsandpot Center.

The patient developed hematemesis November 15th and was intubated for respiratory
distress. He was transferred to the Valtawnprinceel Community Memorial Hospital for
endoscopy and esophagoscopy on the 16th of November which showed a 2 cm linear
tear of the esophagus at 30 to 32 cm. The patient’s hematocrit was stable and he was
given no further intervention.

The patient attempted a gastrografin swallow on the 21st, but was unable to
cooperate with probable aspiration. The patient also had been receiving generous
intravenous hydration during the period for which he was NPO for his esophageal tear
and intravenous Lasix for a question of pulmonary congestion.

On the morning of the 22nd the patient developed tachypnea with a chest X-ray
showing a guestion of congestive heart failure. A medical consult was obtained at the
Valtawnprinceel Community Memorial Hospital. The patient was given intravenous
Lasix.



Selection of Rheumatoid Arthritis Cohort

Table 4. Comparison of performance characteristics from validation of the complete classification algorithm (narrative and
codified) with algorithms containing codified-only and narrative-only data*

RA by
algorithm or PPV Sensitivity Difference in PPV
Model criteria, no. (95% CI), % (95% CI), % (95% CI), %t

Algorithms

Narrative and codified (complete) 94 (91-96) 63 (51-75) Reference

Codified Only 88 (84—92) 51 (42-60) 6 (2-9)*

NLP only 89 (86—93) 56 (46-66) 5 (1-8)%
Published administrative codified criteria

=3 ICD-9 RA codes 7,960 56 (47-64) 80 (72—-88) 38 (2947)%

=1 ICD-9 RA codes plus =1 DMARD 7,799 45 (37-53) 66 (57-76) 49 (40-57)%

* The complete classification algorithm was also compared with criteria for RA used in published administrative database studies. RA = rheumatoid
arthritis; PPV = positive predictive value; 95% CI = 95% confidence interval; NLP = natural language processing; ICD-9 = International Classification
of Diseases, Ninth Revision; DMARD = disease-modifying antirheumatic drug.

t Difference in PPV = PPV of complete algorithm — comparison algorithm or criteria.

¥ Significant difference in PPV compared with the complete algorithm.

Liao, K. P, Cai, T., Gainer, V., Goryachey, S., Zeng-Treitler, Q., Raychaudhuri, S., Szolovits, P., Churchill, S., Murphy, S., Kohane, I., Karlson, E., Plenge, R. (2010).
Electronic medical records for discovery research in rheumatoid arthritis. Arthritis Care & Research, 62(8), 1120-1127. http://doi.org/10.1002/acr.20184




Finding a Cohort of Rheumatoid Arthritis Cases

*11CD RA :
EMR n=2%.830 ’ = Classification Predicted

n="4 million . ,OT( . ~-7a A3 algorithm RA Cases
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« Coded data:
- ICD-9 codes, including RA and related diseases
* ignore codes within 1 week of previous code
* electronic prescriptions for

- DMARDSs: methotrexate, azathioprine, leflunomide, sulfasalazine,
hydroxychloroquine, penicillamine, cyclosporine, and gold

 Biologic agents: anti-TNF agents infliximab and etanercept, and abatacept,
rituximab, anakinra, etc.

- anti-cyclic citrullinated peptide (anti-CCP) & rheumatoid factor (RF) labs
- total number of “facts” in the EMR



Finding a Cohort of Rheumatoid Arthritis Cases

* 110D RA

EMR n=25 830 , Classification Predicted
n="4 million :jf:( . . 3 algorithm RA Cases

n=3.002
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- Narrative text data (processed by HITEX)

- From health care provider notes, radiology reports, pathology reports, discharge summaries, and
operative reports

- Extracted disease diagnoses (RA, SLE, PsA, and JRA)
- medications (same as from prescriptions, with the addition of adalimumab)
- laboratory data (RF, anti-CCP, and the term “seropositive”)
- radiology findings of erosions on radiographs
- Hand-made lists of equivalent terms
* Negation detection, including special terms, e.g., “RF-"

Zeng QT, Goryachev S, Weiss S, Sordo M, Murphy SN, Lazarus R. Extracting
principal diagnosis, co-morbidity and smoking status for asthma research: evaluation
of a natural language processing system. BMC Med Inform Decis Mak 2006;6:30.



Table 3. Variables selected for the complete algorithm
(narrative and codified EMR data) from the logistic
regression in order of predictive value*

Standardized
regression Standard
Variable coefficient error
Positive predictors
NLP RA 1.11 0.48
NLP seropositive 0.74 0.26
ICD-9 RA normalizedt 0.71 0.23
ICD-9 RA 0.66 0.44
NLP erosions 0.46 0.29
Codified RF negative 0.36 0.36
NLP methotrexate 0.3 0.34
Codified anti-TNF# 0.29 0.3
NLP anti-CCP positive 0.27 0.25
NLP anti-TNF§ 0.2 0.36
NLP other DMARDs 0.13 0.34
Negative predictors
ICD-9 JRA ~0.98 0.9
ICD-9 SLE —0.57 1.09
NLP PsA -0.51 0.74

* EMR = electronic medical record; NLP = natural language pro-
cessing; RA = rheumatoid arthritis; ICD-9 = International Classifi-
cation of Diseases, Ninth Revision; RF = rheumatoid factor; anti-
TNF = anti-tumor necrosis factor; anti-CCP = anti-cyclic
citrullinated peptide; DMARDs = disease-modifying antirheumatic
drugs; JRA = juvenile rheumatoid arthritis; SLE = systemic lupus
erythematosus; PsA = psoriatic arthritis.

T ICD-9 RA normalized = In (no. of ICD-9 RA codes per subject =1
week apart).

¥ Codified anti-TNF = etanercept and infliximab (adalimumab was
not available in our EMR).

§ NLP anti-TNF = adalimumab, etanercept, and infliximab.




Algorithm for RA was Portable (!)

- Study replicated at Vanderbilt and Northwestern

Partners Northwestern Vanderbilt
EHR Local Epic (inpatient) Local
Cerner (outpatient)
# Patients 4AM 2.2M 1.7M
Structured meds entries | Structured outpatient NLP (MedEXx) for
(in- and outpatient) and meds entries and Iin- outpatient medications
Meds . . . .
text queries and outpatient text and structured inpatient
queries records
Generic UMLS
Custom ReaEx from concepts, derived from
NLP Queries Custom RegEx J KnowledgeMap web
Partners .
interface

Carroll, R. J., Thompson, W. K., Eyler, A. E., Mandelin, A. M., Cai, T., Zink, R. M., et al. (2012). Portability of an algorithm to
identify rheumatoid arthritis in electronic health records. Journal of the American Medical Informatics Association, 19(e1),
e162-9. http://doi.org/10.1136/amiajnl-2011-000583
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Figure 3 Receiver operating characteristic curves for each test set. The vertical line represents the 97% specificity cut-off used in this study. The test
performance at Partners, Northwestern, and Vanderbilt are found in (a), (b), and (c), respectively.
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Warning: Telegraphic Language

(Barrows00)

3/11/98 IPN

SOB & DOE |

VSS, AF

CXR @ LLL ASD no A

WBC 11K

S/B Cx ®@ GPC c¢/w PC, no
GNR

D/C Cef -PCN IV

11



Telegraphic Language

3/11/98 IPN

(date of) Intern Progress Note,

SOB & DOE | the patient's shortness of breath and dyspnea on exertion are
decreased,
VSS, AF the patient's vital signs are stable and the patient is afebrile,

CXR @ LLL ASD no A

a recent new chest xray shows a left lower lobe air space density
that is unchanged from the previous radiograph,

WBC 11K

a recent new white blood cell count is 11,000 cells per cubic
milliliter,

S/B Cx ®@ GPC c¢/w PC, no
GNR

the patient's sputum and blood cultures are positive for gram
positive cocci consistent with pneumococcus, no gram negative
rods have grown,

D/C Cef -PCN IV

so the plan is to discontinue the cefazolin and then begin penicillin
treatment intravenously.

12



Typical Goals of Clinical NLP

- for any word or phrase, assign it a meaning (or null) from some taxonomy/ontology/terminology;
* e.g., “rheumatoid arthritis” ==> 714.0 (ICD9)

- for any word or phrase, determine whether it represents protected health information;
* e.g., “Mr. Huntington suffers from Huntington’s Disease”

- determine aspects of each entity: time, location, certainty, ...

- having identified two meaningful phrases in a sentence, determine the relationship (or null)
between them:;

* e.g., precedes, causes, treats, prevents, indicates, ...
* note: we also need a taxonomy of relationships

* in a larger document, identify the sentences or fragments most relevant to answering a specific
medical question;

* e.g., where is the patient’s exercise regimen discussed?
« summarization
 as data sets balloon in size, how to provide a meaningful overview
* a step in further learning models
» topic modeling
* vector-space embedding



Two Types of Tasks

« Every word counts
« De-identification
 Extraction of all
* entities
* time
* certainty
 causation and association

- Aggregate judgment
- E.g., “smoking” challenge
- Most text may be irrelevant to specific result

- Cohort selection—does a patient satisfy some set of inclusion and exclusion
criteria

- Often definite presence of a disease, complication, ...

14



Outline

 Value of the data in clinical text

- Hyper-simplified linguistics

- Term spotting + handling negation, uncertainty

« ML to expand terms

« pre-NN ML to identify entities and relations
 language models

 vector space embeddings based on co-occurrence
+ adding context to help with disambiguation

- from embedding single words to phrases, sentences, etc.

15



Historical Thought ...

- Grammar defined by context-sensitive production rules + transformations

- Semantics defined by mappings:
- Each grammar rule matches a semantic function

« Terminal symbols are referents or functions

- An environment is (in modern terms) a semantic network
of complex interrelationships

- Meaning is compositional, in terms of the semantic

functions

« Minor & remaining question: how to represent meaning in the “real world”?

>

Phrase

Mapping to
meaning

\ 4

Syntactic
relationship

Semantic
relationship

Phrase?

Mapping to
meaning

A 4

>

Meaning1

Meaning?2

 CSAIL

Frederick B. Thompson, “English for the Computer.” Proceedings of the Fall Joint Computer Conference (1966) pp. 349-356



Very very longstanding interest in
clinical NLP:

(1) “the’ and ‘“‘anterior’” modify incision

(2) “the’ modifies ‘“‘crease”

(3) “the” and ‘“‘chest’” modify “'wall’’

(4) “the”, “previous’, and “‘radical’’ modify ‘‘mastectomy”’

(5) “made” is dependent upon the main verb "‘was”’

(6) ‘“along the crease’’ modifies ‘‘made’’ adverbially

(7) '‘against the chest wall”’ modifies ‘‘made’'’ adverbially

(8) ‘“‘following the previous radical mastectomy' modifies
““made’’ adverbially

JAMA, March 17, 1969 e Vol 207, No 11

Shapiro, P, et al. Information in
Natural Languages: A New
Approach, JAMA 1969



Representing Clinical
Data

- Medical subclasses in the LSP
system based on word co-
occurrence patterns seen in
patient documents. The
subclasses in the connective
area are shown only in part.

Sager N, Lyman M, Bucknall C, Nhan N, Tick LJ. Natural language processing
and the representation of clinical data. J] Am Med Inform Assoc [Internet]. 1994
[cited 2023 Mar 1];1(2):142—-60. Available from: https://www.ncbi.nlm.nih.gov/
pmc/articles/PMCI116193/

1.

MEDICAL CLASSES

DESCRIPTION

EXAMPLES IN ENGLISH AND FRENCH

**¥* PATIENT AREA ***

—

H-PT words referring to patient she, e patient, elle, Mme XXX
H-PTAREA anatomical arca edge, left, surface, rebord, gauche
H-PTFUNC physiological function BP. TA, appetite, tonaliié. digestif
H-PTLOC location refation radiating, localisé, irradiant
H-PTMEAS anatomical measure height, size, corpulence, taille
H-PTPART body part arm, liver, bras, foie
H-PTPALP palpated body part abdomen, liver, foie
H-PTSPEC specimen from patient blood, sang, urine
H-PTVERB verb with patient subject complains of, se plaint de, subi
*** TEST/ EXAM #¥**
H-TXCLIN clinical exam, action auscultation
H-TXPROC examination procedure ultrason, gastroscopie
H-TXSPEC test of specimen urine analysis
H-TXVAR " test variable glucose, GB, sédiment
*** TREATMENT AREA ***
H-TTGEN general medical management follow-up, soins, consultation
H-TTMED treatment by medication aspirine, clamoxyl
H-TTFREQ frequency of medication bid
H-TTMODE mode of administration M, IV
H-TTCHIR surgical procedures hysterectomy, cholécystectomie
H-TTCOMP complementary treatments bedrest, repos, physiothérapie
*** TIME AREA ***
H-TMBEG beginning onset, dévelope, apparition
H-TMEND termination discontinue, arrét, stopper
H-TMPER duration persistant, constant
H-TMREP repetition habituelle, intermittent
H-TMPREP time preposition during, aprés, avant, depuis
H-TMLOC location in time recently, actuelle, déja, post-op
**%¥ RESULT AREA ***
H-AMT amount or degree much, totale, sévére, tout a fait
H-BEH behavior works, studies, travaille
H-DIAG diagnosis diabetes mellitus
H-INDIC disease indicator word fever, swelling, pain, thrombose
H-NORMAL non-problematical within normal limits, bon état, simple
H-ORG organism staph
H-TXRES test/exam resutt word positif
H-RESP patient response relief
H-CHANGE indication of change augmenté, diminution
“** EVIDENTIAL AREA **#
H-NEG negation of finding no, not, ne pas, jamais
H-MODAL uncertainty of finding evocatrice, probable, suspicion, semble
*#* CONNECTIVE AREA ***
H-BECONN classifier verb , is(a), est(un)
H-CONN P/V/ADIJ/N connects two I-F’s due to, secondaire d
H-SHOW V connects test and result shows, confirme, montre



https://www.ncbi.nlm.nih.gov/pmc/articles/PMC116193/
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC116193/

ATOMIC ATOMIC ATTRIBUTES ATOMIC ATTRIBUTES ATOMIC
ATTRIBUTES ATTRIBUTES
H-PT H-PTMEAS H-TTGEN H-TTMED
H-TXCLIN H-PTPART H-PTLOC SUBJECT H-TTCHIR H-TTCOMP H-RESP

H-TXPROC H-PTAREA  H-PTPALP H-TTFREQ H-TTMODE
H-PTFUNC H-PTVERB H-INST
PROCEDURE

CLINICAL FACT

RESPONSE
FACT

TREATMENT FACT

TEST EXAM DIAG

FACT FACT

GEN SURG

MEDS COMP

ATOMIC
ATTRIBUTES RESPONSE
H-TXSPEC LABORATORY - RELATION
H-TXVAR FACT
SZS;S'C];EC FACT RELATION

MEDICAL FACT

ATOMIC ATTRIBUTES ATOMIC ATTRIBUTES

HNEG  FLMODAL H.DIAG HTXRES LINGUISTIC STRING PROJECT

H-TMBEG H-TMEND H-INDIC H-AMT PREDICATE THE E-R MODEL

H-TMLOC H-TMPER H-DESCR - H-CHANGE Version 3.2

H-TMREP H-TMPREP H-NORMAL  H-REPAS :
H-PTDESCR

Figure 4 Schematic overview of the types of medical facts seen in patient documents and their associated lexical (““atomic’’)
attributes. The CLINICAL FACT subtypes are distinguished by the paragraph they occur in: ExAM, DIAG, LAB, HISTORY. The
TREATMENT FACT type’is subdivided into general medical management (GEN), surgery (SURG), medications (MEDS), and all
other therapies (complementary). An instance of a TREATMENT FACT is often coupled to a RESPONSE FACT via a RESPONSE
RELATION, e.g. Much improved on penicillamine 750 mg daily.



Formal language semantics

« SRI's DIAMOND/DIAGRAM system (~1980)
+ each passage is expressed as a proposition or a conjunction of propositions:

- a particular procedure for the prevention of hepatitis B could have associated
with it the proposition "immunize(GAMMA-GLOBULIN,HEPATITIS-B)"

 a passage concerned with the etiology of the disease could have the
proposition "transmit(TRANSFUSION,HEPATITIS-B)"

* synonym and hyponym relations
* ... alanguage of primitives for the domain
« French Remede system

+ “medical documentary language using current medical terms and few syntactic
rules”

* taught to doctors to write notes
® ... hot popular

Walker, D. E., Hobbs, J. R., 1981. Natural Language Access to Medical Text*. (pp. 269-273). Presented at the Proc Annu Symp Comput Appl Med Care.

de Heaulme M, Tainturier C, Thomas D. [Computer treatment of medical reports:
example of the "Remeéde" system (author's transl)]. Nouv Presse Med. 1979 Oct
22;8(40):3223-6. French. PubMed PMID: 534182



Outline

 Value of the data in clinical text

« Hyper-simplified linguistics

- Term spotting + handling negation, uncertainty

« ML to expand terms

« pre-NN ML to identify entities and relations
 language models

 vector space embeddings based on co-occurrence
+ adding context to help with disambiguation

- from embedding single words to phrases, sentences, etc.
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Term Spotting

- Traditionally, lists of coded items, narrative terms and patterns
hand-crafted by researcher

« E.g., N3C (National Covid Cohort Collaborative)
 |nstitutions don’t want to share notes, even de-identified

 Lack of sophistication at most medical centers to run
sophisticated tools

* Instead, run simple term matching algorithms and report
just terms

* Negation and uncertainty handled by somewhat ad-hoc methods
- NegEx is widely used, 3 many more sophisticated variants
- Generalize terms to get better coverage
- Manually or automatically identify high-certainty “anchors”
 Learn related terms to augment the set of terms
- From knowledge bases such as UMLS
* From co-occurrence in EMR data
« From co-occurrence in publications

anosmia
(C0003126)

COVID symptoms

Fever

Chill

Cough

Fatigue

Nasal obstruction

Loss of appetite

Diarrhea

* Abdominal pain

Nausea

Vomiting

Sore throat

Headache

Myalgia

Loss of taste

Loss of smell

Dyspnea

Chest pain

Delirium

Hypersomnia

Cyanosis

22




Negation

- “ldentifying pertinent negatives, then, involves identifying a proposition ascribing a clinical
condition to a person and determining whether the proposition is denied or negated in the text.”

- Simpler than general problem of negation in NLP because negation applies mostly to noun
phrases indicating diseases, tests, drugs, findings, ...

* NegEx
- Find all UMLS terms in each sentence of a discharge summary
« “The patient denied experiencing chest pain on exertion” =

“The patient denied experiencing [2]S1459038(2] on exertion”

« Find patterns
« <negation phrase> *{0,5} <UMLS term>

« "no signs of", "ruled out unlikely", "absence of", "not demonstrated”, "denies"”, "no
sign of", "no evidence of", "no", "denied”, "without", "negative for", "not", "doubt”,
"versus"

« <UMLS term> *{0,5} <negation phrase>
« “declined”, “unlikely”
« Pseudo-negation: "gram negative", "no further", "not able to be", "not certain if", "not certain

whether", not necessarily”, "not rule out”, "without any further", "without difficulty”, "without
further”

Chapman WW, Bridewell W, Hanbury P, Cooper GF, Buchanan BG. A simple algorithm for identifying negated findings and

diseases in discharge summaries. J Biomed Inform. 2001 Oct;34(5):301-10. 23



Negkx results

- Baseline:
« <negation phrase> * <UMLS term>

'no", "denies”, "not", "without",

"n’t", "ruled out", “denied"”

Baseline Negkx
Group 1 Group 2 Group 1 Group 2
sentences (i.e. | sentences (i.e., sentences (i.e. | sentences (i.e.,
containing not containing All sentences containing not containing All sentences
NegEx NegEx NegEx NegEx
negation negation negation negation
phrases) phrases) phrases) phrases)

n 500 500 1000 500 500 1000
Sensitivity 38.27 0.00 88.27 32.31 0.00 77.84
Specificity 52.69 100.00 35.27 32.50 100.00 94.51

PPV 68.42 — 68.42 84.49 — 84.49
NPV 79.46 96.99 93.01 80.21 96.99 91.73

- Extremely simplistic schemes (kind of) work

24



Outline

 Value of the data in clinical text

« Hyper-simplified linguistics

- Term spotting + handling negation, uncertainty

- ML to expand terms

« pre-NN ML to identify entities and relations

+ language models

 vector space embeddings based on co-occurrence
- adding context to help with disambiguation

- from embedding single words to phrases, sentences, etc.
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(Generalize Terms

Use synonymous terms as well as the starting ones
Take advantage of others related terms
* hypo- or hypernyms
 other associated terms
* e.g., common symptoms or treatments of a disease
Recursive ML problem: learn how best to identify cases associated with a term
- “phenotyping”
“Anchor & Learn”-like methods learn secondary terms from
* medical records
 textbooks and on-line medical resources
« Pubmed abstracts and articles

Yu, S., Chakrabortty, A., Liao, K. P., Cai, T., Ananthakrishnan, A. N., Gainer, V. S., et al. (2017). Surrogate-assisted feature extraction for high-throughput
phenotyping. Journal of the American Medical Informatics Association, 24(e1), e143—e149. http://doi.org/10.1093/jamia/ocw135

Yu, S., Liao, K. P.,, Shaw, S. Y., Gainer, V. S., Churchill, S. E., Szolovits, P., et al. (2015). Toward high-throughput phenotyping: unbiased automated feature
extraction and selection from knowledge sources. Journal of the American Medical Informatics Association, 22(5), 993—1000. http://doi.org/10.1093/jamia/
ocv034

Zhang, Y., Cai, T,, Yu, S., Cho, K., Hong, C., Sun, J., et al. (2019). High-throughput phenotyping with electronic medical record data using a common semi-
supervised approach (PheCAP). Nature Protocols, 14(12), 1-24. http://doi.org/10.1038/s41596-019-0227-6

26



Available Classification Thesauri
Most Available through UMLS

- Unified Medical Language Systems project of NLM; since ~1985
« Metathesaurus now (2022ab version) includes 182 source vocabularies

- (had 215, but some obsolete ones were dropped)

« MeSH, SNOMED, ICD-9, ICD-10, LOINC, RxXNORM, NCI, CPT, GO, DXPLAIN,
OMIM, ...

« Synonym mappings across vocabularies;
* e.g., “heart attack” = “acute myocardial infarct” = “myocardial infarction” ...
« 4,662,313 distinct concepts, represented by concept unique identifier (CUI)
« Jumbled compendium of every hierarchy drawn from every source
- Semantic Network
 Hierarchy of
« 54 relations
« 127 types

- Every CUI is assigned =1 semantic type
+ 1:4,348,619
« 2 295,734
- 3: 17,895

- 4. 65 (most are allergens — e.g., Pharmacologic Substance; Amino Acid, Peptide, or Protein; Immunologic
Factor; Indicator, Reagent, or Diagnostic Aid)



Wealth of UMLS Concepts of Various Types

mysql> select tui,sty,count(*) ¢ from mrsty group by
order by c desc;

S — -
| tui | sty

S S — R
| T0O61 | Therapeutic or Preventive Procedure
| T033 | Finding

| T200 | Clinical Drug

| T109 | Organic Chemical

| T121 | Pharmacologic Substance

| T116 | Amino Acid, Peptide, or Protein

| T009 | Invertebrate

| TO07 | Bacterium

| T002 | Plant

| T047 | Disease or Syndrome

| T023 | Body Part, Organ, or Organ Component
| T201 | Clinical Attribute

| T123 | Biologically Active Substance

| T0O74 | Medical Device

| T028 | Gene or Genome

| T004 | Fungus

| T060 | Diagnostic Procedure

| T037 | Injury or Poisoning

| T191 | Neoplastic Process

| T044 | Molecular Function

| T126 | Enzyme

| T129 | Immunologic Factor

| T0O59 | Laboratory Procedure

| T058 | Health Care Activity

| T029 | Body Location or Region

| T013 | Fish

| T046 | Pathologic Function

| T184 | Sign or Symptom

| T130 | Indicator, Reagent, or Diagnostic Aid
| T170 | Intellectual Product

| T118 | Carbohydrate

| T110 | Steroid

| T012 | Bird

| T043 | Cell Function

260914
233579
172069
157901
124844
117508
111044
110065
95017
79370
73402
60998
55741
51708
49960
47291
46106
43924
33539
31369
25766
25025
24511
19552
16470
16059
13562
13299
12809
12544
10722
10363
9908
9758

select c.cui,c.str from mrconso ¢ join mrsty s on c.cui=s.cui
where c.TS='P' and c.ST
and s.tui='T047"';

.LAT="ENG'

C0000744
C0000774
C0000786
c0000809
Cc0000814
c0000821
Cc0000822
c0000823
c0000832
€c0000880
€c0000889
c0001080
Cc0001083
C0001125
C0001126
Cc0001127
C0001139
c0001142
C0001144
C0001145
C0001163
C0001168
C0001169
C0001175
C0001197
C0001202
C0001206
C0001207
C0001231
c0001247

Abetalipoproteinemia
Gastrin secretion abnormality NOS
Spontaneous abortion

Abortion,
Missed abo

Threatened abortion

Abortion,

Abortion, Veterinary

Abruptio P

Acanthamoeba Keratitis
Acanthosis Nigricans

Achondropl

Achromia parasitica

Acidosis,

Renal tubular acidosis
Acidosis, Respiratory
Acinetobacter Infections

Acladiosis
Acne Vulga
Acne Keloi

Vestibulocochlear Nerve Diseases

Complete obstruction

Acquired coagulation factor deficiency NOS
Acquired Immunodeficiency Syndrome

Acrodermat
Acrokerato
Acromegaly

Hypersomatotropic gigantism
ACTH Syndrome, Ectopic

Actinobaci

T='PF' and c.ISPREF='Y'

Habitual
rtion

Tubal

lacentae

asia

Lactic

ris
d

itis
sis

llosis

and
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Hierarchy of UMLS Semantic Network Types and
Relations

Biologic
 Function |
Physiologic Pathologic
| Function | Function |
Organism | | Organ or ' Cell ‘ Molecular | Cell or Disease or | | Experimental .'
Function | | Tissue | |Function | | Function | Molecular Syndrome | model
' ~ | Function | - | Dysfunction | — ~~_ | ofDisease |
Mental Genetic | Mental or Neoplastic
| Process | Function | Behavioral Process |
’ : ) ] | Dysfunction | - ]

[man ages ] [treats ] [complic at es] [interacts_with] [prevents ]

from http://www.ncbi.nlm.nih.gov/bookshelf/br.fcqi?book=nimumlis&part=ch05 29



http://www.ncbi.nlm.nih.gov/bookshelf/br.fcgi?book=nlmumls&part=ch05

® O 06 UMLS Terminology Browser —-- Metathesaurus "

R » || i _ LA € https @ uts.nim.nih.gov//metathesaurus.html#weakness%200f%20the%20upper¥%2Oextremities;0; 1;TERM;201 ¢ _Reader_| | 7 "

My Profile | Sign Out | Contact

g UMLS Terminology Services Welcome back,

VW ILYITHY : pszolovits
*u"'f\'z" Jnified Medical Metathesaurus Browser

1 Language System :

UTS Home  Applications @ SNOMED CT Resources Downloads Documentation UMLS Home «

[search | [ Tree | [ Recent Searches | _ [Basic View | | Report View | [ Raw View | 7 i
(®)Term( JCUI(_Code (7 Q@f

—

; i | # Concept: [C2750237] Proximal weakness, upper extremities (1 patient)
weakness of the upper extremities Go o5 e T
emantic Types

Release: Finding [T033]

Search Type: | Word & Atoms (1) string [AUI/ RSAB/TTY / Code]
Source: All Sources = Proximal weakness, upper extremities (1 patient) [A17467681/OMIM/PTCS/MTHU025233]
AIR & Relations (2) REL | RELA | RSAB [SType1 - SType2] STypeld | String | CUI

ALT CHD | | OMIM [ATOM - ATOM] A11965599 | Peripheral nervous system | C0206417
AOD RO | manifestation_of | OMIM [ATOM - ATOM] A11922722 | HEART-HAND SYNDRON

AOT = Contexts (1)

Search Results (1)

) i = MTHUO025233/Proximal weakness, upper extremities (1 patient) [Context 1]
C2750237 Proximal weakness, upper extremities (1 pat

= Ancestors
& Online Mendelian Inheritance in Man
= NEUROLOGIC
Peripheral nervous system
& Siblings (750)
[:1-10:2]

'Onion bulb' formation on nerve biopsy
'Onion bulb' formations

'Onion bulb' formations (rare)

[ = OMIM/PTCS/Proximal weakness, upper extremities (1 patient) (1)

Copyright | Privacy | Accessibility | Freedom of Information Act | National Institutes of Health | Health & Human Services




MetaMap

« NLM-developed UMLS matcher for narrative text
 Very thorough, but hard to use because it over-generates
- “Mr. Blind is a 79-year-old white white male with a history of diabetes

mellitus, inferior myocardial infarction, who underwent open repair of his

increased diverticulum November 13th at Sephsandpot Center.”

. Eg, “|\/|I’.” —

- 1000
- 1000
- 1000
- 1000

MR (Magnetic Resonance Imaging) [Diagnostic Procedure]
MR (MRC1 gene) [Gene or Genome]

Mr. (Mr. - Title) [Conceptual Entity]

MR (NR3C2 protein, human) [Amino Acid, Peptide, or

Protein,Receptor]

- 1000
- 1000
- 1000

MR (Minor Response) [Finding]
MR (Minimal Response) [Finding]
MR (RECIL MR) [Finding]
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https://ii.nlm.nih.gov/cgi-bin/II/Interactive/UTS_Required/interactiveLocal.pl
https://ii.nlm.nih.gov/cgi-bin/II/Interactive/UTS_Required/interactiveLocal.pl
https://ii.nlm.nih.gov/cgi-bin/II/Interactive/UTS_Required/interactiveLocal.pl

Mr. Blind is a 79-year-old white white male with a history of diabetes mellitus,
Inferior myocardial infarction, who underwent open repair of his increased
diverticulum November 13th at Sephsandpot Center.

Phrase: Blind
>>>>> Phrase
blind
<<<<< Phrase
>>>>> Mappings
Meta Mapping (1000):
1000 BLIND (Blinded) [Research Activity]
Meta Mapping (1000):
1000 Blind (Blindness) [Disease or Syndrome]
Meta Mapping (1000):
1000 blind (Visually Impaired Persons) [Patient or Disabled
Group]
<<<<< Mappings

Phrase: 1is
>>>>> Phrase
<<<<< Phrase
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>>>>> Phrase
a 79 year old white white male with a history of diabetes mellitus
<<<<< Phrase

>>>>> Mappings
Meta Mapping (689):

569 YEAR (year) [Temporal Concept]

569 Old [Temporal Concept]

569 WHITE (Caucasoid Race) [Population Group]

735 MALE (Males) [Organism Attribute]

617 History of - diabetes mellitus (H/O: diabetes mellitus) [Finding]

Meta Mapping (689):

569 YEAR (year) [Temporal Concept]

569 Old [Temporal Concept]

569 WHITE (Caucasoid Race) [Population Group]

735 Male (Male Gender, Self Report) [Qualitative Concept]

617 History of - diabetes mellitus (H/O: diabetes mellitus) [Finding]

Meta Mapping (689):

569 YEAR (year) [Temporal Concept]

569 Old [Temporal Concept]

569 WHITE (Caucasoid Race) [Population Group]

735 MALE (Male Phenotype) [Qualitative Concept]

617 History of - diabetes mellitus (H/O: diabetes mellitus) [Finding]

... (total of 24 combinatorial interpretations)
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Phrase: inferior myocardial infarction,
>>>>> Phrase
inferior myocardial infarction
<<<<< Phrase
>>>>> Mappings
Meta Mapping (1000):
1000 Inferior Myocardial Infarction (Inferior Wall Myocardial Infarction) [Disease or
Syndrome]
<<<<< Mappings

Phrase: underwent
>>>>> Phrase
underwent

<<<<< Phrase
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>>>>> Phrase
open repair of his increased diverticulum november 13th
<<<<< Phrase
>>>>> Mappings
Meta Mapping (709):
770 Open repair (Open repair of zygomatic fracture) [Therapeutic or Preventive Procedure]
578 HIS (histidine) [Amino Acid, Peptide, or Protein,Biologically Active
Substance,Pharmacologic Substance]
578 Increased [Qualitative Concept]
578 DIVERTICULUM (Diverticulum) [Anatomical Abnormality]
578 November [Temporal Concept]
Meta Mapping (709):
770 Open repair (Open repair of zygomatic fracture) [Therapeutic or Preventive Procedure]

578 HIS (histidine) [Amino Acid, Peptide, or Protein,Biologically Active Substance,Pharmacologic Substance]

578 Increased [Qualitative Concept]

578 Diverticulum (Specimen Source Codes - Diverticulum) [Intellectual Product] 578 November [Temporal
Concept]

Meta Mapping (709):
770 Open repair (Open repair of zygomatic fracture) [Therapeutic or Preventive Procedure]
578 HIS (histidine) [Amino Acid, Peptide, or Protein,Biologically Active Substance,Pharmacologic Substance]
578 INCREASED (Increase) [Functional Concept]
578 DIVERTICULUM (Diverticulum) [Anatomical Abnormality]
578 November [Temporal Concept]
... [24 combinatorial interpretations]
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oo  [Users/psz/Dropbox/Projects/Workspace-UMLSLookup/ThesMap/bin/Example.txt

[ <TOP:Entity or Event>
¥ |1 <T071:Entity>
¥ |1 <T077:Conceptual Entity>
¥ | ] <T033:Finding>

|

_ <T034:Laboratory or Test Result>
 <T184:Sign or Symptom>
" <T102:Group Attribute>
¥ | ] <T096:Group>
" <T100:Age Group>
<T099:Family Group>
<T101:Patient or Disabled Group>
<T098:Population Group>
_ <T097:Professional or Occupational Group>

¥ | <T078:Idea or Concept>

¥ |1 <T169:Functional Concept>
" <T022:Body System>
<T080:Qualitative Concept>

_ <T081:Quantitative Concept>
¥ || <T082:Spatial Concept>
 <T029:Body Location or Region>
<T030:Body Space or Junction>
<T083:Geographic Area>
¥ [ <T085:Molecular Sequence>
 <T087:Amino Acid Sequence>
 <T088:Carbohydrate Sequence>
_~ <T086:Nucleotide Sequence>

|
<T079:Temporal Concept>

C
T.
L
M

G
G

|53
G

to the ) and

The patientlis a
at the Brookside from -m-

undergoing a and was
subsequently

after being foundto h:

yielded There may also have
at this time.

systolic blood pressure
MetaMap [C0488055,T201] Intravascular systolic:Pressure:Point in time:Arterial syst
MetaMap [C0871470,T201] Systolic Pressure (Clinical Attribute) -1000
MetaMap [C1306620,T060] Systolic blood pressure measurement (Diagnostic Procec
UMLS [C0488055,T201] Intravascular systolic:Pressure:Point in time:Arterial system

UMLS [C0871470,T201] Systolic Pressure (Clinical Attribute)

UMLS [C1306620,T060] Systolic blood pressure measurement (Diagnostic Procedure

blood
UMLS [C0005767,T024] Blood (Tissue)

Annotate

UMLS [C0005768.T0311 In Blood (Bodv Substance)
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Study of 3-letter abbreviations in Medline (Pubmed)
abstracts

« Extraction method examples:
« minimum alveolar anesthetic concentration (MAC)
- procoagulant activity (PCA)
 carboxymethyllysine (CML)
* n-6-(delta-2-isopentenyl) adenine (IPA)
* + MetaMap-based heuristics
« 81.2% were ambiguous, with mean of 16.6 senses
* ignoring rare (<5) occurrences, 64.6% were ambiguous, with 4.91 senses
« —long tall
- 82.8% of abbreviations with =100 occurrences are in UMLS
« but only 23.5% of all abbreviations

Liu, H., Aronson, A. R., & Friedman, C. (2002). A study of abbreviations in MEDLINE abstracts. Proceedings / AMIA Annual Symposium AMIA Symposium, 464—468. 37



Outline

 Value of the data in clinical text

« Hyper-simplified linguistics

- Term spotting + handling negation, uncertainty

« ML to expand terms

- pre-NN ML to identify entities and relations

+ language models

 vector space embeddings based on co-occurrence
- adding context to help with disambiguation

- from embedding single words to phrases, sentences, etc.
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The Importance of Context

- “Mr. Huntington was treated for Huntington’s Disease at Huntington Hospital,
located on Huntington Avenue.”

« Huntington
* Huntington’s Disease
* Mr. Huntington’s Disease
« “Atenalol was administered to Mr. Huntington.”
- vs. “Atenalol was considered for control of heart rate.”
- vs. “Atenalol was ineffective and therefore discontinued.”
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Building Feature-Based Models

- Features of text from which models can be built

- words, parts of speech, capitalization, punctuation
document section, conventional document structures
identified patterns and thesaurus terms
lexical context

= all of the above, for n-tuples of words surrounding target
syntactic context

= all of the above, for words syntactically related to target

- E.g., “The lasix, started yesterday, reduced ascites ...”

- —— Xp=——————mme e e +
e SS———— +
+———-MXsSp-——=t——————— XC—————— + |

+————Wd————+ +--Xd--+---MVpn---+ | S RE— Os————- +
| | | | | | |

LEFT-WALL lasix[?].n , started.v-d yesterday , reduced.v-d ascites[?].n .

(Output from Link Grammar Parser, w/o special medical dictionary)
Uzuner, O., Sibanda, T. C., Luo, Y., & Szolovits, P. (2008). A de-identifier for

medical discharge summaries. Artificial Intelligence in Medicine, 42(1), 13-35.

http://doi.org/10.1016/j.artmed.2007.10.001
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Parsing Can be Ambiguous

* Prepositional phrase attachment
 Part of speech
* e.g., white.n vs. white.a
* Hope that there is enough redundancy to overcome such limitations

Found 111 linkages (24 with no P.P. violations)
Linkage 1, cost vector = (UNUSED=0 DIS=0 AND=0 LEN=22)

- Xp=——mm e
Fomm Wd—————- + Fommm e Ost——-——-——-—- +

| +——=G-—+ | A= Dsu--——-- + +———Jp-——+ P Jp-———m——- +

| +Xi+  +--Ss-+ | +-—-—--Ah-—-—+---Ma--+-MVp-+ +-Dsu-+--Mp--+ tmm AN-———+

LEFT-WALL Mr.x . Blind is.v a 79-year-old white.n male.a with a history.n of diabetes.n mellitus[?].n .

Constituent tree:

(S (NP Mr . Blind)

(VP 1is
(NP a 79-year-old white
(ADJP male
(PP with
(NP (NP a history)

(PP of
(NP diabetes mellitus)))))))
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http://www.link.cs.cmu.edu/link/dict/section-X.html
http://www.link.cs.cmu.edu/link/dict/section-W.html
http://www.link.cs.cmu.edu/link/dict/section-O.html
http://www.link.cs.cmu.edu/link/dict/section-G.html
http://www.link.cs.cmu.edu/link/dict/section-D.html
http://www.link.cs.cmu.edu/link/dict/section-J.html
http://www.link.cs.cmu.edu/link/dict/section-J.html
http://www.link.cs.cmu.edu/link/dict/section-X.html
http://www.link.cs.cmu.edu/link/dict/section-S.html
http://www.link.cs.cmu.edu/link/dict/section-A.html
http://www.link.cs.cmu.edu/link/dict/section-M.html
http://www.link.cs.cmu.edu/link/dict/section-MV.html
http://www.link.cs.cmu.edu/link/dict/section-D.html
http://www.link.cs.cmu.edu/link/dict/section-M.html
http://www.link.cs.cmu.edu/link/dict/section-AN.html
http://www.link.cs.cmu.edu/link/unknown-explanation.html

® O 6 Stanford Parser

» | ‘ | | + |4ip nlp.stanford.edu:8080/parser/index.jsp

Stanford Parser

Please enter a sentence to be parsed:
The patient experienced weakness of the upper extremities.

Language: Sample Sentence

Your query

The patient experienced weakness of the upper extremities.

Tagging

The/DT patient/NN experienced/VBD weakness/NN of/IN the/DT upper/JJ extremities/NNS

Parse

(ROOT
(s
(NP (DT The) (NN patient))
(VP (VBD experienced)
(NP
(NP (NN weakness))
(PP (IN of)
(NP (DT the) (JJ upper) (NNS extremities)))))
(« )

Typed dependencies

det (patient-2, The-1)
nsubj(experienced-3, patient-2)
root (ROOT-0, experienced-3)
dobj(experienced-3, weakness-4)
prep(weakness-4, of-5)

det (extremities-8, the-6)

amod (extremities-8, upper-7)
pobj(of-5, extremities-8)

e
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Example of Features Available for Model ﬂgﬁ%

CSAIL
Mr. Blind is a with a history of diabetes mellitus,

inferior myocardial infarction, who underwent open repair of his increased diverticulum

263 266 "Mr."
TUI: T0O60,T083,T047,T048,T116,T192,T081,T028,T078,T077; SP-POS: noun; SEM: _modifier,_disease,_procparam;
CUI: C0024487,C0024943,C0025235,C0025362,C0026266,C0066563,C0311284,C0475209,C1384671,
C1413973,C1417835,C1996908,C2347167,C2349188; Iptok: 6;
MeSH: C07.465.466,C10.292.300.800,C10.597.606.643,C14.280.484.461,C23.888.592.604.646,D12.776.826.750.530,
D12.776.930.682.530,E05.196.867.519,F01.700.687,F03.550.600,701.058.290.190.520;
267 468 "Blind is a 79-year-old white white...hsandpot Center." sent: nil;
267 272 "Blind"
TUI: T062,T047,T170; SP-POS: verb,adj,noun; SEM: _disease; CUI: C0150108,C0456909,C1561605,C1561606;
Iptok: 1; MeSH: C10.597.751.941.162,C11.966.075,C23.888.592.763.941.162;
273 277 "isa" TUIl: T185,T169,T078; SEM: _modifier; CUl: C1278569,C1292718,C1705423;
273 275 "is" SP-POS: aux,noun,ad;j; Iptok: 2;
276 277 "a" SP-POS: det,noun,ad;j; Iptok: 3;
278 289 "79-year-old" Iptok: 4;
290 295 "white" TUI: T098,T080; SP-POS: noun,adj; SEM: _modifier; CUI: C0007457,C0043157,C0220938; Iptok: 5;
296 301 "white" TUI: T098,T080; SP-POS: noun,adj; SEM: _modifier; CUI: C0007457,C0043157,C0220938; Iptok: 6;
302 306 "male"
TUI: T0O32,T098,T080; SP-PQOS: adj,noun; SEM: _modifier,_bodyparam;
CUI: C0024554,C0086582,C1706180,C1706428,C1706429; Iptok: 7;
307 311 "with" SP-POS: prep,conj; Iptok: 8;
312 313 "a" SP-POS: det,noun,ad;j; Iptok: 9;
314 342 "history of diabetes mellitus" TUI: TO33; SEM: _finding; CUI: C0455488;



=~ —
314 321 "history" TUI: T090,T170,T032,T033,T080,T077; SP-POS: noun; SEM: _modifier,_finding,_bodyparam;%l]fﬁf"% -
C0019664,C0019665,C0262512,C0262926,C0332119,C1705255,C2004062; Iptok: 10; MeSH: K01.400,Y27; CSAIL
322 324 "of" SP-POS: prep; Iptok: 11;
325 333 "diabetes" TUI: T047; SP-POS: noun; SEM: _disease; CUIl: C0011847,C0011849,C0011860; Iptok: 12; MeSH:
C18.452.394.750,C18.452.394.750.149,C19.246,C19.246.300;
334 342 "mellitus” Iptok: 13;
342 343 "," Iptok: 14;
344 374 "inferior myocardial infarction" TUI: T047; SEM: _disease; CUl: C0340305;
344 352 "inferior" TUI: T0O82,T054; SP-POS: noun,adj; SEM: _modifier; CUI: C0542339,C0678975; Iptok: 15;
353 374 "myocardial infarction" TUI: T0O47; SEM: _disease; CUI: C0027051; MeSH: C14.280.647.500,C14.907.585.500;
353 363 "myocardial" TUI: T024,T082; SP-POS: adj; SEM: _modifier; CUI: C0027061,C1522564; Iptok: 16; MeSH:
A02.633.580,A07.541.704,A10.690.552.750;
364 374 "infarction" TUI: TO46; SP-POS: noun; SEM: _disease; CUIl: C0021308; Iptok: 17; MeSH:
C23.550.513.355,C23.550.717.489;
374 375 "," Iptok: 18;
376 379 "who" SP-POS: pron; Iptok: 19;
380 389 "underwent" SP-POS: verb; Iptok: 20;
390 401 "open repair" TUIL: TO61; SEM: _procedure; CUIl: C0441613;
390 394 "open" TUI: TO82; SP-POS: adj,verb,adv; SEM: _modifier; CUI: C0175566,C1882151; Iptok: 21;
395 401 "repair" TUI: T040,T169,T061,T052,T201; SP-POS: noun,verb; SEM: _finding,_procedure,_modifier,_bodyparam;
CUI: C0043240,C0205340,C0374711,C1705181,C2359963; Iptok: 22; MeSH: G16.100.856.891;
402 404 "of" SP-PQOS: prep; Iptok: 23;
405 408 "his" SP-POS: noun,pron; Iptok: 24;
409 418 "increased" TUI: T081,T169; SP-POS: verb,adj; SEM: _modifier; CUI: C0205217,C0442805,C0442808; Iptok: 25;
419 431 "diverticulum" TUI: T190,T170; SP-POS: noun; SEM: _disease; CUl: C0012817,C1546602; Iptok: 26; MeSH:
C23.300.415;

11,146 annotations for this document of 1,518 tokens



Learning Models

+ Given a target classification, build a machine learning model predicting that class
 support vector machines (SVM)
- classification trees
* naive Bayes or Bayesian networks
- artificial neural networks
- class(word) = function (feature1, featurez, features, ...)
« sometimes, astronomically large (binary) feature set; SVM can deal with it
- f1 ... f100,000: Whether the word is “a”, “aback”, “abacus”, ..., “zymotic”
* 100,001 .... Wwhether word’s POS is “noun”, “verb”, “adj’, ...
* f100,100 ...: Whether the word maps to CUI “C0000001”, “C00000027, ...
f3,000,000 ...: SAMe as above, but for 1st, 2nd  3rd word to right/left

f6,000,000 ...: {Ip-link, word} for 1st, 2nd_ 3rd |ink in parse to right/left



Using this model for
de-identification

Uzuner, O., Sibanda, T. C., Luo, Y., & Szolovits, P. (2008). A
de-identifier for medical discharge summaries. Atrtificial
Intelligence in Medicine, 42(1), 13-35. http://doi.org/10.1016/
j.artmed.2007.10.001

Table 6 Evaluation on authentic discharge summaries

Method Class Precision Recall F-measure
(%) (%) (%)

Stat De-id PHI 98.46 95.24 96.82
IFinder PHI 26.17 61.98 36.80*"
H+D PHI 82.67 87.30 84.92*
CRFD PHI 91.16 84.75 87.83*
Stat De-id Non-PHI 99.84 99.95 99.90
IFinder Non-PHI 98.68 94.19 96.38*
H+D Non-PHI 99.58 99.39 99.48*
CRFD Non-PHI 99.62 99.86 99.74*

The F-measure differences from Stat De-id in PHI and in non-
PHI are significant at « = 0.05.

Table 7 Evaluation of SNoW and Stat De-id on authen-
tic discharge summaries

Method Class Precision Recall F-measure
(%) (%) (%)

Stat De-id PHI 98.40 93.75 96.02

SNoW PHI 96.36 91.03 93.62*

Stat De-id Non-PHI 99.90 99.98 99.94

SNoW Non-PHI 99.86 99.95 99.90*

The F-measure differences from Stat De-id in PHI and in non-
PHI are significant at « = 0.05.
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LDA

Intuition: Documents are made of Topics

Every document is a mixture of topics
Every topic is a distribution over words
Every word is a draw from a topic

Topics Documents

gene 0.04

dna 0.02 . E) . aas
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DA — Latent Dirichlet Allocation

- We observe words, we infer everything else, with our assumed structure

Proportions
parameter

* ais the number
of times a topic
Is sampled in a
document

(prior)

=1

OO0

¥

Per-word
topic assignment

Per-document Observed
topic proportions word

L

. Topic
Topics  parameter

|

Od Zdn Wan

?

N

D

O
Dk - 1

D

d=1

l—lp(ﬁl I 77) l_[P(gd ‘ a) l_[p(zd,nl Hd)p( Wd n | ﬁ1 :K»Zd,n)

* nisthe

number of

times words
are sampled
from a topic

(prior)

48



Predicting early psychiatric readmission by LDA

- Can we predict 30-day psych readmission?

- Cohort: patients admitted to a psych inpatient ward between 1994-2012 with a
principal diagnosis of major depression

« 470 of 4687 were readmitted within 30 days with a psych diagnosis; 2977
additionally were readmitted in 30 days with other diagnoses; 1240 not readmitted

- Compare predictive models built using SVM from
 baseline clinical features (AUC = .62)
* age, gender, public health insurance, Charlson comorbidity index
« + common words from notes (AUC = .65-.68)
« 1-1000 most informative words per patient, by TF-IDF

* top-1 used 3013 unique words, top-10 used 18 173, top-1000 use almost
entire vocabulary (66 429/66 451 words)

- + 75 topics from LDA on notes (AUC = .78)

Rumshisky, A., Ghassemi, M., Naumann, T., Szolovits, P., Castro, V. M., McCoy, T. H., & Perlis, R. H. (2016).
Predicting early psychiatric readmission with natural language processing of narrative discharge summaries.

Translational Psychiatry, 6(10), €921-5. http://doi.org/10.1038/tp.2015.182 49



Table 2. Example topics for MDD patients readmitted with a psychiatric diagnosis within 30 days

Terms

Topic annotation

*patient alcohol withdrawal depression drinking end ativan etoh drinks medications dinic inpatient diagnosis days hospital

< substance use treatment program name> use abuse problem number

*mg daily discharge anxiety klonopin seroquel clonazepam admission wellbutrin given md lexapro date b signed night low
admitted sustained hospitalization

*ideation suicidal mood decreased hallucinations history depressed depression thought psychiatric energy denied sleep auditory
appetite homicidal symptoms increased speech thoughts

*ect depression treatment treatments dr mg course < ECT physician name > symptoms received medications prior improved
decreased medication md trials tsh continued ghs

*weight eating admission discharge hospital intake loss date hospitalization day dr week physical months prozac food increased
md did anorexia

*seizure seizures intact eeg neurology normal temporal dilantin head bilaterally events activity weakness sensation disorder tongue
neurologist brain loss tegretol

*therapist mother program father disorder age school parents brother abuse treatment relationship outpatient college behavior
partial plan currently group personality

*psychiatry suicide overdose attempt transferred depression transfer level tylenol hospital service unit normal floor screen tox room
admission medical general

*baby delivery bleeding vaginal breast feeding cesarean weight ibuprofen matemal newborn available p fever pregnancy sex
estimated danger gp

*psychotic thought features paranoid psychosis paranoia symptoms psychiatric dose continued treatment mental cognitive
memory risperidone people th somewhat interview affect

Alcohol
Anxiety
Suicidality

ECT

Anorexia
Seizure
Psychotherapy
Overdose
Postpartum

Psychosis

Abbreviation: MDD, major depressive disorder; ECT, electroconvulsive therapy.

Table 3. Comparison of models with and without inclusion of LDA
topics
Configuration AUC Sensitivity Specificity
Baseline = age/gender/insurance/ 0618 0979 0.104
Charlson
Baseline+top-1 words 0.654 — —
Baseline+top-10 words 0.676 - -
Baseline+top-100 words 0.682 - .
Baseline+top-1000 words 0682 0.213 0.945
Baseline+75 topics (no words) 0.784 0.752 0.634
Abbreviations: AUC, area under the curve; LDA, Latent Dirichlet Allocation.
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Figure 1. Kaplan-Meier survival curve for time to psychiatric
hospital readmission, for a model built using baseline sociodemo-
graphic and clinical variables only. Patients are plotted separately for
two groups identified by the support vector machine model as: (1)
likely psychiatric readmissions in red; and (2) unlikely psychiatric
readmissions in blue.
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Figure 2. Kaplan-Meier survival curve for time to psychiatric
hospital readmission, for a model built using the baseline variables
and 75 topics. Patients are plotted separately for two groups
identified by the support vector machine model as: (1) likely
psychiatric readmissions in red; and (2) unlikely psychiatric read-
missions in blue.
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Prediction of Suicide and Accidental Death After Discharge

Very large cohort: 845 417 discharges from two medical centers, 2005-2013
« 458 053 unique individuals

Imbalanced: 235 suicides, but all-cause mortality was 18% during 9 years

Censoring: median follow-up was 5.2 years

“Positive Valence” assessed using curated list of 3000 terms found in discharge
summaries

« “Valence, as used in psychology, especially in discussing emotions, means the
intrinsic attractiveness/"good"-ness (positive valence) or averseness/"bad"-ness
(negative valence) of an event, object, or situation.[1] The term also characterizes
and categorizes specific emotions. For example, emotions popularly referred to
as "negative", such as anger and fear, have negative valence. Joy has positive
valence.” —Wikipedia

McCoy, T. H., Jr, Castro, V. M., Roberson, A. M., Snapper, L. A., & Perlis, R. H. (2016). Improving Prediction of
Suicide and Accidental Death After Discharge From General Hospitals With Natural Language Processing. JAMA
Psychiatry, 73(10), 1064—8. http://doi.org/10.1001/jamapsychiatry.2016.2172 52



Figure 1. Kaplan-Meier Curves for Time to Death by Suicide Among
458 053 Individuals With at Least 1 Hospital Discharge by Predicted
Risk Quartile

Figure 2. Kaplan-Meier Curves for Time to Death by Suicide or Accidental
Death Among 458 053 Individuals With at Least 1 Hospital Discharge
by Predicted Risk Quartile
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Outline

 Value of the data in clinical text

« Hyper-simplified linguistics

- Term spotting + handling negation, uncertainty

« ML to expand terms

« pre-NN ML to identify entities and relations

- language models

 vector space embeddings based on co-occurrence
+ adding context to help with disambiguation

- from embedding single words to phrases, sentences, etc.
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Language Modeling

 Predict the next token given the ones before it
 In unigram model, P(token) is just estimated from frequency in corpus
- Markov assumption simplifies model so
 P(token | stuff before) = P(token | previous token) [bigram model]
 P(tx | stuff before) = P(tk | tk-1, ..., tk-n) [n-gram models]

« Perplexity is an aggregate measure of the complexity of a corpus
- 2H(P) where H(p) is the entropy of the probability distribution
* intuitively, the number of likely ways to continue a text

- a perplexity of Kk means that you are as surprised on average as you would
have been if you had to guess between k equiprobable choices at each step

- For example, we compared perplexity of dictated doctors’ notes (8.8) vs. that of
doctor-patient conversations (73.1)

- What does that tell you about the difficulty of accurately transcribing speech
for these applications?
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Statistical Models of Language
Zipf's law

* There are very few very frequent words
« Most words have very low frequencies
- The frequency of a word is inversely proportional to its rank

- In the Brown corpus, the 10 top-ranked words make up 23% of total corpus size
(Baroni, 2007) 16000
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N-gram models

- Shakespeare as a Corpus
- N=884,647 tokens, V=29,066

- Shakespeare produced 300,000 bigram types out of V2= 844 million possible

bigrams...
« S0, 99.96% of the possible bigrams were never seen

« Google released corpus of 1,024,980,267,229 (i.e., ~1T) words in 2006

« 13.6M unique words occurring at least 200 times
- 1.2B five-word sequences that occur at least 40 times

Number of tokens:

1,024,908,267,229

Number of sentences:

95,119,665,584

Number of unigrams: 13,588,391
Number of bigrams: 314,843,401
Number of trigrams: 977,069,902

Number of fourgrams:

1,313,818,354

Number of fivegrams:

1,176,470,663

https://ai.googleblog.com/2006/08/all-our-n-gram-are-belong-to-you.html
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Example Google 3-grams

ceramics collectables collectibles 55
ceramics collectables fine 130
ceramics collected by 52
ceramics collectible pottery 50
ceramics collectibles cooking 45
ceramics collection , 144
ceramics collection 247
ceramics collection </S> 120
ceramics collection and 43
ceramics collection at 52
ceramics collection S 68
ceramics collection of /0
ceramics collection | 59
ceramics collections , 66
ceramics collections 60
ceramics combined with 46
ceramics come from 69
ceramics comes from 660
ceramics community , 109
ceramics community 210
ceramics community for oN
ceramics companies 53
ceramics companies cpnsultants 173
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Example Google 4-grams

serve as the iIncoming 92
serve as the incubator 99
serve as the independent 79
serve as the index 223
serve as the indication 72
serve as the indicator 120
serve as the indicators 45
serve as the indispensable 111
serve as the indispensible 40
serve as the individual 234
serve as the industrial 52
serve as the iIndustry 607
serve as the Info 42
serve as the informal 102
serve as the iInformation 838
serve as the informational 41
serve as the infrastructure 500
serve as the initial 5331
serve as the initiating 125
serve as the Initiation 63
serve as the initiator 31
serve as the injector 56
serve as the inlet 41
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Generating Sequences

« This model can be turned around to generate random sentences that are like the
sentences from which the model was derived.

- Generally attributed to Claude Shannon.

- Sample a random bigram (<s>, w) according to its probability
- Now sample a random bigram (w, x) according to its probability
« Where the prefix w matches the suffix of the first.
« And so on until we randomly choose a (y, </s>)
« Then string the words together

<s> I
I want
want to
to get
get Chinese
Chinese food
food </s>

Slide adapted from Anna Rumshisky 60



Generating Shakespeare

Unigram

e To him swallowed confess hear both. Which. Of save on trail for are ay device
and rote life have

e Every enter now severally so, let

e Hill he late speaks; or! a more to leg less first you enter

e Are where exeunt and sighs have rise excellency took of.. Sleep knave we. near;
vile like

Bigram

e What means, sir. I confess she? then all sorts, he 1s trim, captain.

eWhy dost stand forth thy canopy, forsooth; he 1s this palpable hit the King Henry.
Live king. Follow.

eWhat we, hath got so she that I rest and sent to scold and nature bankrupt, nor the
first gentleman?

eEnter Menenius, if it so many good direction found’st thou art a strong upon com-
mand of fear not a liberal largess given away, Falstaff! Exeunt

Trigram

e Sweet prince, Falstaff shall die. Harry of Monmouth's grave.

e This shall forbid it should be branded, if renown made it empty.

e Indeed the duke; and had a very good friend.

e Fly, and will r1d me these news of price. Therefore the sadness of parting, as they
say, 'tis done.

Quadrigram

e King Henry. What! I will go seek the traitor Gloucester. Exeunt some of the
watch. A great banquet serv’d in;

e Will you not tell me who I am?

e It cannot be but so.

e Indeed the short and the long. Marry, "tis a noble Lepidus.
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Outline

 Value of the data in clinical text

« Hyper-simplified linguistics

- Term spotting + handling negation, uncertainty

« ML to expand terms

« pre-NN ML to identify entities and relations
 language models

- vector space embeddings based on co-occurrence
+ adding context to help with disambiguation

- from embedding single words to phrases, sentences, etc.
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Distributional Semantics

- Terms that appear in the same context of other words are (probably) semantically
related

- Every term is mapped to a high-dimensional vector (the embedding space)

- Ever more sophisticated versions of embeddings, equivalent to matrix factorization
« Word2Vec

INPUT PROJECTION OUTPUT INPUT PROJECTION OQUTPUT

- GloVe

w(t-2) -
« Elmo We=2)
- Bert

w(t-1) w(t-1)
. GPT \SUM /

— > w(t) w(t) —
w(t+1) / \\ w(t+1)
w(t+2) w(t+2)
CBOW Skip-gram

word2vec



Plausibility of semantic claims

vec(‘man”) — vec('king”) + vec("woman”) = vec("queen”)

WOMAN —
AUNT Q

/qusm \ /ausm

KING KING
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t-Distributed Stochastic Neighbbor Embedding
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van der Maaten, L., Hinton, G. (2008). Visualizing data using t-SNE. Journal of Machine Learning Research, 2579-2605. 65



Feature extraction for phenotyping from semantic and

knowledge resources (SEDFE)

« Goal: “fully automated and robust y
unsupervised feature selection method
that leverages only publicly available
medical knowledge sources, instead of
EHR data”

-« Surrogate features derived from
knowledge sources

 Method:

« Build a word2vec skipgram model from
.5M Springer articles (2006-08) to yield
500-D vectors for each word

« Sum vectors for each word in the defining
strings for UMLS Concepts, weighted by
IDF

* For each disease in Wikipedia, Medscape
eMedicine, Merck Manuals Professional
Edition, Mayo Clinic Diseases and
Conditions, and MedlinePlus Medical
Encyclopedia use NER to find all concepts
related to the phenotype

Retain only concepts that occur in at least
3 of 5 knowledge sources

Choose top k concepts whose embedding
vectors are closest (by cos distance) to the
embedding of the phenotype

Define the phenotype as a linear
combination of its related concepts, learn
weights by least squares, and choose k to
minimize BIC

Concept Names Concept Definition

rheumatoid arthritis An autoimmune disease that causes pain,
’ i swelling, and stiffness in the joints

0.01
0.08
0.05

0.04

[.0.05
0.13
0.05

[ -0.04

UMLS Concept C0003873

Fig. 1. Generating concept vector representations from word vectors in the
paraphrase.

Ning, W., Chan, S., Beam, A., Yu, M., Geva, A., Liao, K., et al. (2019). Feature extraction for phenotyping from semantic and knowledge resources. Journal of 66

Biomedical Informatics, 91, 103122. http://doi.org/10.1016/}.jbi.2019.103122



Number of features from various methods.

Evaluating SEDFE Phenotype

CAD RA CD UC PAH

o Used tO Create phenotypes for Number of concepts extracted from source 805 1067 1057 700 58
articles
coronary artery disease (CAD), Sumgr 0: }:xplcr*ﬂgawdsi\cs;urc* ?3 :12; ?Z ?3 3;
. . umper ol features irom
rheumatoid arthritis (RA), Crohn’s Number of features from SEDFE 3 26 18 27 35
d|Sease (CD)’ U|Ceratlve COIItIS_ (UC)’ * The source of PAH features in the original study includes both expert
and pediatric pulmonary arterial curation and algorithm selection.

hypertension (PAH)

AFEP SAFE SEDFE
Commonality | Applies NER to online articles about the target phenotype to find an initial list of clinical concepts as candidate features
Frequency control, then | Frequency control, majority voting, then use sparse Majority voting; Use concept
Feature threshold by rank regression to predict the silver-standard labels derived embedding to determine feature
selection correlation with the NLP | from surrogate features relatedness; Use semantic
method feature representing the combination and the BIC to
target phenotype determine the number of needed
features
Data EHR data (hospital EHR data (hospital dependent and not sharable) A biomedical corpus for training
: dependent and not word embedding (usually sharable)
requirement
sharable)
Threshold for the rank (1) Upper and lower thresholds of the surrogate features | The word embedding parameters,
Tunin correlation for creating the silver standard labels, which are affected | which are not overly sensitive. The
arametgers by the distribution of the features, and therefore embedding is done only once for all
P phenotype dependent; (2) The number of patients to phenotypes

sample, which affects the number of selected features
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Crohn’s Disease Coronary Artery Disease

Pulmonary Essential Hypertension

CAD AUC

CDAUC

PAH AUC
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Neural Language Modeling Key |deas

 Can build arbitrarily complex models so long as they are differentiable
* Then, they can be trained by SGD

* Pre-training on arbitrarily large unannotated corpora
« Then, adapt via fine-tuning or even few-shot learning
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Long Short-Term Memory (LSTM)

& D, ®

Compute
Qutput

Forget Remember

\¢

&) ) &)

The repeating module in an LSTM contains four interacting layers.

Hochreiter, S., & Schmidhuber, J. (1997). Long short-term memory. Neural Computation, 9(8), 1735—-1780. https://colah.github.io/posts/2015-08-Understanding-LSTMs/ 70



ELMo —(Contextual) Embeddings from Language Models

- Bidirectional LSTM

- Builds models for every token, not just for every type
- i.e., different embeddings for the same word in different contexts
* basis for word-sense disambiguation

- Significantly improves performance on nearly all NLP tasks

Source Nearest Neighbors

| playing, game, games, played, players, plays, player,
Play, football, multiplayer

Chico Ruiz made a spec- | Kieffer , the only junior in the group , was commended
tacular play on Alusik s | for his ability to hit in the clutch , as well as his all-round
grounder {...} excellent play .

Olivia  De Havilland | {...} they were actors who had been handed fat roles in
signed to do a Broadway | a successful play , and had talent enough to fill the roles
play for Garson {... } competently , with nice understatement .

GloVe play

biLM

Table 4: Nearest neighbors to “play” using GloVe and the context embeddings from a biLM.

Peters, M. E., Neumann, M., lyyer, M., Gardner, M., Clark, C., Lee, K., & Zettlemoyer, L. (2018).
Deep Contextualized Word Representations. Naacl-Hit.



But ELMQO’s goal
is to compute an embedding for
each token, not to solve a particular
problem. Then stack with
downstream task!

ANN model for de-identification

Label-sequence yTl - %z - - yT
optimization Iayer a, a, a
n T
S(ylzn) — zl:at yz +ZT)’1—1 yz] ‘d_l’ ‘CT; <d—n>
Label prediction [
layer | RNN < F RNN f« er «———— RNN
RNN » RNN — > » RNN [

Character- Ty = X2 - xnﬁ

enhanced token- -

embedding layer | [rxnleranl - <[ran] | L RaN T RNN |« - T RNN [ RNN | RNN |+ - T RNN
RNN|—:RNN—>*|—:RNN RNN > RNN > - —»{ RNN ‘> —>~<—>RNN—
T T2 T1,0(1) 2.1 X122 T2.0(2) In,1 T, 0(n)

Figure 1. Architecture of the artificial neural network (ANN) model. (RNN, recurrent neural network.) The type of RNN used in this model is long short-term mem-
ory (LSTM). n is the number of tokens, and x; is the i"” token. Vr is the mapping from tokens to token embeddings. ¢(i) is the number of characters and x;; is the
jt character in the i token. V. is the mapping from characters to character embeddings. e; is the character-enhanced token embeddings of the it" token. d; is
the output of the LSTM of the label prediction layer, a; is the probability vector over labels, y; is the predicted label of the i*" token.

Dernoncourt, F,, Lee, J. Y., Uzuner, O., & Szolovits, P. (2016). De-identification of patient notes with recurrent neural 79
networks. Journal of the American Medical Informatics Association, ocw156. http://doi.org/10.1093/jamia/ocw156



Seqguence-to-Sequence models

- Natural application: machine translation

« But also usable for question-answer problems

- Equivalence and natural implication problems

- Conversion from text to some formal representation
* One of a variety of RNN models

one to one one to many many to one many to many many to many
‘ t 1 1 1 t 11 t 11
! ! s tt 1 i
Image Captioning Translation
Vanilla NN Sentence Classification Sequence Classification

Slide adapted from Anna Rumshisky 73



Machine Translation by Sequence to Sequence
Models

Encoder She — is > eating—~ a > green — apple

Context vector (length: 5)

l { 0.1,-02,08,1.5,-0.3] )=

Decoder w > O B = 7 O ER

Fig. 3. The encoder-decoder model, translating the sentence “she is eating a green apple” to
Chinese. The visualization of both encoder and decoder is unrolled in time.

https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html 74



Seqguence to Sequence Models for Machine Translation

« Multi-layered LSTM to summarize input to a vector, v
- Output depends on that vector and the previously generated words

T/
p(y19 °--9yT’|x19 '°°9xT) — Hp(ytlvayla ---ayt—l)
=1

- where p(y,|v,yy, --.,Y,_1) is computed by a softmax over the vocabulary y

- Beam search used to explore “best” partial translations
- = Part of the revolutionary improvement in MT by Google

« But, some troubling issues:

- Reversed input to bring some x, y pairs closer together because even LSTM
“forgets” longer-range dependencies

- BLEU score (34.8) > that of a phrase-based MT system (33.3)
 but re-ranking top-1000 outputs of the phrase-based system = 36.5, so,

model fails to capture everything important

Sutskever, |., Vinyals, O., & Le, Q. V. (2014). Sequence to Sequence Learning with Neural Networks (pp. 1-9). 75
Presented at NIPS (NeurlPS).



Clustering of Encodings of Similar Input Sentences

151

4k O | was given a card by her in the garden
3 OMary admires John 10+ O In the garden , she gave me a card
O She gave me a card in the garden
2r OMary is in love with John
5 -
1+
or OMary respects John or
_4L ©dJohn admires Mary
=51 O She was given a card by me in the garden
-2F OdJohn is in love with Ma
Y O In the garden, | gave her a card
-3Fr -10+F
-4+
5L OdJohn respects Mary | O | gave her a card in the garden
_6 1 1 1 1 1 1 1 Il ] _20 1 1 1 1 1 1 J
-8 -6 -4 -2 0 2 4 6 8 10 -15 -10 -5 0 5 10 15 20

Figure 2: The figure shows a 2-dimensional PCA projection of the LSTM hidden states that are obtained
after processing the phrases in the figures. The phrases are clustered by meaning, which in these examples is
primarily a function of word order, which would be difficult to capture with a bag-of-words model. Notice that
both clusters have similar internal structure.
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Adding Attention to the Seg2Seq Model

| l | | l

Encoder € |/ e |/ | €2 |™>| e3 |—™>| €4
Decoder do —_— d+ —_— d>
1 | l

da
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llustration of Learned Attention Weights
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l l |
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How to Model the Attention Weights

- Attention depends on:

« score of relationship between word being generated and all input words
[“dictionary”]

- learned positional dependencies [“alignment”]

n
_ State of the decoder s, = f(s,_1, y;_1,€),t = 1,...,m where ¢, = Z a, h,
i=1

- where h; are all the i-th word encoder states and ¢, ; are the learned alignment
weights

agreement

on
European

Economic

the
Area
was
signed
in
August
1992
<end>

- f can take various forms:

COS(SZ-, hl) Sl‘-rhl zonI:
s'W h. v] tanh(W,[s;; h,]) B
softmax(W s,) stT hi/\/ﬁ h, 1 h, 1 h, h e

signé

en
h, ¥ h, 1+ s h, aott

1992

<end>

https://lilianweng.github.io/lil-log/2018/06/24/attention-attention.html

https://arxiv.org/pdf/1409.0473.pdf



“Attention Is All You Need”
(next time)

« Vaswani A, Shazeer N, Parmar N, Uszkoreit J, Jones L, Gomez AN, et al. Attention is

all you need. In: NeurlPS. 2017. Available from: https://proceedings.neurips.cc/
paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf

* 66,919 citations, as of March 1, 2023!

- By comparison, Watson & Crick’s 1953 Nature paper on the structure of DNA has
17,264 citations

 However, this involves a domain and time shift!!!
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