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● So you’re probably wondering… how did we get here?
● Why has the field moved so fast?
● What does it mean for healthcare? 



Review: Recurrent Neural Networks
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Attention Mechanism (2015)

Idea: How important is this word?



Attention Heatmaps: Predicting Number of Stars
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ELMO Pretraining – Language Modeling

Q: How is learning to predict the next 
word relevant to doing deidentification, 
predicting sepsis from nursing notes, 
etc?

A: It allows us learn how to represent 
words & sentences FOR FREE.
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How Would You Use ELMO For a Clinical Task?

1. Load the model that has been trained to predict:

2. Use the model to encode your sentence and train it on 
YOUR task.



Transfer Learning/Pretraining 



Any Questions Thus Far?

This is essential for the rest of the lecture!



ELMO (2018)
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● Allows for contextual representations of words
● Similar to Word2Vec, this is unsupervised (i.e., 

pretraining)
● SUPER SLOW
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Transformer (2017)

Encoder: reads the entire sequence all 
at once.

Decoder: reads left to right (but 
parallelized)
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Step 1: Take each word in the sequence and create a word 
embedding for it.

“Anthony Hopkins admired Michael Bay as a great director”
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9x9 matrix!



Self-Attention

for word1 in sentence:

row = [] 

for word2 in sentence: 

score = word1 * word2

row.append(score)

softmax(row)



Self-Attention



Transformer (2017)



Transformer (2017)

Idea: How important is this word, 
with respect to ALL other words?



Transformer (2017) – Position Embeddings

Where is the ordering? Isn’t this just a big bag of words???
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Transformer (2017) – Position Embeddings

● Every position (i.e., the first, second, 
third… word) has a unique vector that 
represents it’s position in the 
sentence/paragraph

● These are randomly initialized and 
learned by the model!



Transformer (2017) – Position Embeddings



Transformer Performance



Transformer Speed
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Generative Pretrained Transformer (GPT), 2018

● Pretraining using next word 
prediction on 7000 books (1B 
words)

● Autoregressive: Reads 
left-to-right

● 117M parameters



Generative Pretrained Transformer (GPT), 2018



Bidirectional Encoder Representations from Transformers (BERT)
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BERT + Masked Language Modeling

● Pretrained on 
~3.4B words for 40 
epochs

● 110M and 345M 
parameter models



BERT Performance
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Domain Adaptive Pretraining (DAPT)

Idea: BERT is trained over news, Wikipedia, and other 
“general” sources. This is not ideal for biomedical tasks.

Solution: Pretrain on PubMed (i.e., biomedical text).
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Question: Clinical notes are even stranger than biomedical 
text. Can we do the same for clinical notes?

Answer: Yes!
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Summary + Takeaways thus Far

1. ELMO: Pretraining contextualized word embeddings
2. BERT & GPT: Pretraining a transformer improves performance
3. ClinicalBERT: Pretraining on clinical text helps with clinical tasks
4. GPT-2: Scaling these models helps a lot! 

Questions so far?



Text-to-Text Transfer Transformer (T5) (2020)

BERT uses the first part 
(called encoder)
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Text-to-Text Transfer Transformer (T5) (2020)

T5 uses the entire architecture.



T5 Performance



How Much Unique Text to Pretrain On?



Scale Scale Scale

(80M)
(220M)

(770M)
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Pretraining is expensive…

Back in 2018, the cost to train BERT was $7000. What about now?

Just $38!!!
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● 175B parameter model trained on 300B words
● This model is REALLY good at next word prediction
● Do we still need to train models?
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Enter… GPT-3… (2020)

You can frame any NLP task as a next word completion task.

● Mortality Prediction: “Based on the above note, do you think that 
the patient will die?”

● De-identification: “List all of the names mentioned in the note:”



Enter… GPT-3… (2020)



GPT-3 Can Resolve Clinical Acronyms



GPT-3 Can Resolve Clinical Acronyms

Input: Bob was sent to IR for thrombolysis. Post IR, ultrasound 
showed that… What does IR stand for?

Output: Interventional radiology
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GPT-3 Can Resolve Clinical Acronyms

Agrawal et. al (2022) showed that GPT-3 had strong performance on 
a number of clinical extraction tasks.
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How You Ask Matters!

Solve the following math problem. Feel free to ignore irrelevant 
information in the given problems.



How You Ask Matters!
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Chinchilla (2022)

Suppose you have a fixed training budget, but no restriction on model 
size and no restriction on amount of data available.

1. What size model should you choose? 
2. How long should you pretrain it for?
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Chinchilla (2022)

1. Be on the line!!! 
2. Above the line = you 

could’ve done something 
better

3. Below the line = you 
should’ve picked a 
smaller model
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Forcing your model to read isn’t the only way to improve 
performance!
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InstructGPT (2022)

Is the passage 
generated better than 
before?



InstructGPT (2022)

Is the model 
generating something 
similar to before? 



InstructGPT (2022)
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Working With Clinical Text is Different

● Safety matters
● Models trained on the general web are likely biased
● The text from a note is very different

○ Random abbreviations
○ Incorrect grammar
○ Medical Terms

● You can’t find this text online!!!
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If You’re a Hospital, What Do You Do?

● We saw this with ClinicalBERT and it has been shown with other 
models as well

Option 1: Randomly initialize your model and train your own 
language model ON clinical notes from scratch



If You’re a Hospital, What Do You Do?

Option 2: Initialize your model from a model trained on the general 
web, and further train it on clinical notes.  



If You’re a Hospital, What Do You Do?

Option 3: Download some model trained on the internet and finetune 
it.



If You’re a Hospital, What Do You Do?

● We saw this with ClinicalBERT and it has been shown with other 
models as well
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Should You Train on Clinical Notes?



Should You Pretrain on Clinical Notes?

1. Yes – It allows for smaller models, but similar performance! 
2. You will eventually recover the costs of doing this extra training. 
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What About Just Using GPT-3?

● GPT-3 doesn’t require any training data – you just ask it!
● For a fair comparison, we evaluate smaller models tailored to 

work with clinical text on a SMALL number of samples.



What About Just Using GPT-3
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But ChatGPT Passed the USMLE!!!

Working with clinical notes != taking a test.
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● GPT-3 is very very good in constrained settings



Conclusions

● GPT-3 is very very good in constrained settings
● However, if you’re looking for the best performance, you should 

still customize your approach for the clinical space! 



The Future
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