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Location Example

Triage Assessment Gross hematuria x1 episode this AM. Appears anxious. 

Past History • HPI: GH x 1 day, no LUTS, no pain, no trauma. • PMHx: none
• Current smoker: 1ppd x 10 yrs

Radiology Notes Impression: slight increase in tumor size

Cystoscopy Note A well lubricated flexible cystoscope was inserted 

Pathology Note Poorly differentiated carcinoma, arising in an invasive papillary…

Urology Clinic Note X is a y year old male found to have muscle-invasive bladder cancer 

Patient/Provider 
communications

Patient called to report…

Clinical text is at every step of the pipeline



There’s rich information in clinical text

Slide credit: Pete Szolovits



The information often doesn’t exist elsewhere 

Example 1: Procedures that didn’t happen

“The patient attempted a gastrofin swallow on the 21st, but was 
unable to cooperate with probable aspiration”



The information often doesn’t exist elsewhere 

Example 2: Deviation from medication plan

Pharmacy records say:
“The doctor ordered 6 weeks of medication starting February 1”

Notes say:
“The patient became nauseous and stopped taking the drug on 
February 5th”



Okay, so now how can I leverage clinical 
notes to improve patient care?



Point-of-care: speed up lookup

Both original diagnosis and continual care requires frequent 
reviews of the medical record



Point-of-care: speed up lookup

NLP Needs:
• Automated information extraction

• E.g.  smoking status
• Other variables that feed into mental differential 

diagnosis algorithm 

• Summarization of notes: long-tail of conditions



Point-of-care: speed up writing 

NLP Needs:
• Auto-generation of text

• Conditioned either on:
• Imaging
• Conversations



Point-of-care: non-clinician workflows

• Clinical trial matching
• Currently slow, often manual process
• NLP needs: Information extraction

• Billing
• Extra administrative cost / bloat
• NLP needs: Information extraction

And many others…



Retrospective Research: new workflows

Real-world evidence could help retrospectively respond to needs 
unmet by trials:

• What treatment would lead to the best outcome for this patient? 
(Heterogeneous treatment effect estimation, 
reinforcement learning)

• What is the patient’s expected disease trajectory?
(Disease progression modeling)



Retrospective Research: Variables

Initial 
Diagnosis

Surgery

Metastasis

1st Line 

Radiologic
Progression

2nd Line 

• Disease Status

• Interventions

• Symptoms 

• Confounders

Bone pain Migraines Vomiting

3rd Line 

Cirrhosis
CHF NLP needs:

• Information extraction



Patient perspective

• Sent survey to 150k patients across 80 centers, 30k 
responded

• 1/5 of patients found errors
• 40% described them as serious errors

• Approximately 1/3 forgot important information
• Other estimates 40%+ of medical information is 

immediately forgotten

• Only about a quarter could adequately understand their 
surgical summary

• 65% didn’t have reading level

NLP needs:
• Information extraction
• Text generation of cleaner summary



• Uses of clinical text
• Idiosyncrasies of clinical text
• Extraction of relevant variables 
• Summarization and generation of text
• Future of clinical NLP
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Clinical NLP has unique challenges

• Smaller annotated datasets
• E.g. can’t rely on Wikipedia
• Requires domain expertise
• Difficulty of data sharing across institutions
• Not an automatic byproduct of clinical practice

• Different language with less rigid  syntactic structure
• Long tail of conditions
• Lengthy notes
• High-stakes



How bad can it be to interpret? 



3/11/98 IPN (date of) Intern Progress Note,
SOB & DOE ↓ the patient's shortness of breath and dyspnea 

on exertion are decreased,
VSS, AF the patient's vital signs are stable and the 

patient is afebrile,
CXR ⊕ LLL ASD 
no Δ

a recent new chest xray shows a left lower 
lobe air space density that is unchanged from 
the previous radiograph,

WBC 11K a recent new white blood cell count is 11,000 
cells per cubic milliliter,

S/B Cx ⊕GPC c/w 
PC, no GNR

the patient's sputum and blood cultures are 
positive for gram positive cocci consistent with 
pneumococcus, no gram negative rods have 
grown,

D/C Cef →PCN IV so the plan is to discontinue the cefazolin and 
then begin penicillin treatment intravenously.

How bad can it be to interpret? 

Slide credit: Pete Szolovits
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How bad can it be to interpret? 

“ Pt given carbo ia for  her  TNBC.  Will  dc.”



“ Pt given carbo ia for  her  TNBC.  Will  dc.”

Patient?

Physical 
therapist?

Prothrombin 
time? Carbodome?

Carboplatin?

Intra-arterial?

Intra-articular?

discontinue?

discharge?D/C current?

Doctor of 
Chiropractic?

How bad can it be to interpret? 



Patient Triple-neg. breast cancerCarboplatin

“ Pt given carbo ia for  her  TNBC.  Will  dc.”

DiscontinueIntra-arterial

How bad can it be to interpret? 



1. Recording of medical care and communication among 
providers

2. Payment for hospital and physician
3. Legal defense from medical negligence allegations
4. Symptom/disease surveillance, public health, and 

research functions

Why are notes this way?



Why are notes this way?



1. Lack of time
2. Note bloat / 

copy-forwarding

Why are notes this way?



Anderson et al , Grammatical Compression in Notes and 
Records, ACL 1975

This isn’t new



• Uses of clinical text
• Idiosyncrasies of clinical text
• Clinical information extraction
• Summarization and generation of text
• Future of clinical NLP
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Information extraction

Slide credit: Noemie Elhadad



Longstanding interest in clinical NLP:

Dataset Term Types Entity 
Recognition?

Entity 
Normalization? # Notes

2010 i2b21 Conditions, tests, 
treatments ✓ 871

2012 i2b22 Events ✓ 310

2013 ShARe/Clef3 Conditions ✓ ✓ 300

2014 SemEval Task 74 Conditions ✓ ✓ +131

2015 SemEval Task 145 Conditions ✓ ✓ +100

MCN / 2019 n2c26 Conditions, tests, 
treatments ✓ 100

1Uzuner et al 2011, 2Sun et al 2013, 3Suominen et al 2013, 4Pradhan et al 2014, 5Elhadad et al 2015, 6Luo et al 2019



Sager et al, Natural Language 
Processing and the Representation of 
Clinical Data, 1993

Very longstanding interest in clinical NLP:



Information in Natural Languages: A 
New Approach, JAMA 1969

Very very longstanding interest in clinical NLP:



Industry interest



Components

• Clinical entities 
• PHI, conditions, symptoms, interventions, dates
• Often want to map to an ontology, e.g. UMLS 

• Temporality 
• Relation Extraction
• Given two phrases, determine relationship between them, if any: 
• E.g., precedes, causes, treats, prevents, indicates, ...

• Negation

Formalizing which components can be a whole project in itself



Patient Triple-neg. breast cancerCarboplatin

“ Pt given carbo ia for  her  TNBC.  Will  dc.”

DiscontinueIntra-arterial

Concept Normalization

Words ! multiple concepts
Concepts ! many words



Patient
(C0030705)

Triple-neg. breast cancer
(C3539878)

Carboplatin
(C0079083)

“ Pt given carbo ia for  her  TNBC.  Will  dc.”

Discontinue
(C1706472)

Intra-arterial
(C1561451) 

Concept Normalization

Words ! multiple concepts
Concepts ! many words



Identifying clinical entities
● Example: de-identification (you’ll also see this in PS2). Identify spans and 

label as ‘AGE’, ‘NAME’, ‘LOCATION’, etc.

● Desired output:
“Mary Jane” (chars 0-8): NAME
“97” (chars 13-14): AGE
“Brookline” (chars 29-37): LOCATION

● By distinguishing among PHI types and finding the full span of each 
mention, we can replace with all mentions of “Mary Jane” with 
[***NAME (1)***] and tell it apart from other names and other types of 
PHI

Mary Jane is 97 and lives in Brookline with her sister



Identifying clinical entities: I/O/B tagging
● How can our labeling scheme distinguish between two adjacent words 

that refer to the same clinical entity (e.g. “abdominal pain”) from two 
distinct mentions (e.g., “pain fever”)?

● One way is to use the  I/O/B (‘inside’, ‘outside’, ‘beginning’) tagging 
format

● Example:

Mary Jane is 97 and lives in Brookline with her sister
B-NAME I-NAME O  B-AGE O       O       O     B-LOCATION    O       O       O



De-identification using recurrent neural networks

Dernoncourt, Lee, Uzuner, Szolovits. De-identification of Patient Notes with Recurrent Neural Networks. Journal of the American Medical Informatics 
Association, Volume 24, Issue 3, May 2017
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Figure 1: Architecture of the artificial neural network (ANN) model. RNN stands for recurrent neural network. The type of RNN
used in this model is Long Short Term Memory (LSTM). n is the number of tokens, and xi is the ith token. VT is the mapping
from tokens to token embeddings. `(i) is the number of characters and xi,j is the jth character in the ith token. VC is the mapping
from characters to character embeddings. ei is the character-enhanced token embeddings of the ith token.

 !
di is the output of the

LSTM of label prediction layer, ai is the probability vector over labels, yi is the predicted label of the ith token.

tics of tokens to some degree, they may still suf-
fer from data sparsity. For example, they cannot
account for out-of-vocabulary tokens, misspellings,
and different noun forms or verb endings. One so-
lution to remediate some of these issues would be to
lemmatize tokens before training, but this approach
may fail to retain some useful information such as
the distinction between some verb and noun forms.

We address this issue by using character-based
token embeddings, which incorporate each individ-
ual character of a token to generate its vector rep-
resentation. This approach enables the model to
learn sub-token patterns such as morphemes (e.g.,
suffix or prefix) and roots, thereby capturing out-
of-vocabulary tokens, different surface forms, and
other information not contained in the token embed-
dings.

Let xi,1, . . . , xi,`(i) be the sequence of characters
that comprise the ith token xi, where `(i) is the num-
ber of characters in xi. The character-level token

encoder generates the character-based token embed-
ding of xi by first mapping each character xi,j to a
vector VC(xi,j), called a character embedding, via
the mapping VC(·). Then the sequence VC(xi,j) is
passed to a bidirectional LSTM, which outputs the
character-based token embedding

 !
bi

As a result, the final output ei of the character-
enhanced token embedding layer for ith token xi is
the concatenation of the token embedding VT (xi)

and the character-based token embedding
 !
bi . In

summary, when the character-enhanced token em-
bedding layer receives a sequence of tokens x1:n as
input, it will output the sequence of token embed-
dings e1:n.

2.2.3 Label prediction layer
The label prediction layer takes as input the se-

quence of vectors e1:n, i.e., the outputs of the
character-enhanced token embedding layer, and out-
puts a1:n, where the tth element of an is the proba-



De-identification using recurrent neural networks

Lample, Ballesteros, Subramanian, Kawakami, Dyer. Neural Architectures for Named Entity Recognition. NAACL 2016.
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Mary Jane … sister
‘M’ ‘a’ ‘y’… ‘J’ ‘a’ ‘e’… ‘S’ ‘i’ ‘r’…

Left-to-right 
RNN over 
characters of 
word
(i.e., character-
based 
embedding)

Right-to-left 
RNN over 
characters of 
word

Word embedding 
(e.g. word2vec)
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Mary Jane … sister

Concatenation of 
word- and character-
based embeddings

Bi-directional recurrent 
neural network (eg
LSTM or GRU)

Predicted distribution  
over labels (using softmax)

B-NAME I-NAME … O



More subtle clinical entity detection
● How could we do something more general, e.g. identify mentions that 

are split across multiple words or interweaved?
● We need a better token scheme.

B First token of the mention

I Other tokens of the mention

O Everything else

OD Within scope of a mention but not part of the mention itself

ID Tokens which are part of a discontinuous mention

In Identifying token in overlapping mentions

Bn Identifying token in overlapping mentions, first word of the mention

Ip Part of only one of two overlapping mentions, but not the 
identifying token



More subtle clinical entity detection
● Examples:

the patient suffers from a broken jaw .
O     O       O      O  O   B     I O

the pain is strongest in the arm .
O    B OD     OD    OD  OD ID O

left arm and shoulder are swollen
B    In OD In OD ID

elbow and wrist broken
Bn OD Bn     ID

inflammation of left kidney and spleen
B       OD In    Ip    OD In



Prediction with a (deep) conditional random field
Model the joint distribution over the output tokens using a conditional 
random field (CRF)

References:
McCallum & Li 
NAACL  ’03

Strubell, 
Verga, 
Balanger, 
McCallum 
EMNLP ‘17

(Figure credit: 
Ankit Vani and 
Yacine Jernite, 
NYU)

Concatenation of bag-of-
words representation and 
expert-derived features 
(could alternatively use 
embeddings)

Predict the single-node 
and edge-potentials of the 
CRF. Then decode with 
dynamic programming

Two-layers of 1-D 
convolution with length-3 
filters



Detour: self-supervision 

Self-supervision: 
leveraging  the 
underlying structure 
to learn 
representations 
useful for 
downstream tasks 

Text (Amit Chaudhary, blog)



Fine-tuning a BERT model
Earlier we showed how to use word embeddings as input. 
Alternatively, we could predict using a pre-trained language model 
(e.g. BERT)

Figure reference:
https://jalammar.github.io/illustrated-
bert/

Devlin et al, 
BERT, NAACL ’19



Fine-tuning a BERT model
● Earlier we showed how to use word embeddings as input. Alternatively, 

we could predict using a pre-trained language model (e.g. BERT)

Figure reference:
https://jalammar.github.io/illustrated-
bert/

Mary Jane is 97 …     sister

B-NAME I-NAME O  B-AGE …                      O

[Devlin, Chang, Lee, 
Toutanova,
BERT: Pre-training of 
Deep Bidirectional 
Transformers for 
Language Understanding. 
NAACL ’19]



NegEx Algorithm
1. Find all UMLS terms in each sentence of a discharge summary

• “The patient denied experiencing chest pain on exertion” ⇒
“The patient denied experiencing S1459038 on exertion”

2. Find patterns
• <negation phrase> *{0,5} <UMLS term>

• "no signs of", "ruled out unlikely", "absence of", "not demonstrated", "denies", "no sign 
of", "no evidence of", "no", "denied", "without", "negative for", "not", "doubt", "versus"

• <UMLS term> *{0,5} <negation phrase>
• “declined”, “unlikely”

• Pseudo-negation: "gram negative", "no further", "not able to be", "not certain if", "not certain 
whether", not necessarily", "not rule out", "without any further", "without difficulty", "without 
further”

Chapman, et al. A simple algorithm for identifying negated findings and diseases in discharge summaries. J Biomed Inform. 2001

Simple methods can get you far.
Example: Negation Detection



• Uses of clinical text
• Idiosyncrasies of clinical text
• Extraction of relevant variables 
• Text generation

Outline



Generation

Automatic 
generation of text 
from other sources:
• From conversations

• Abridge, 
EmpowerMD

• From imaging
• Captioning 

literature

EmpowerMD, Microsoft

Abridge



Generation

Automatic 
generation of text 
from other sources:
• From conversations

• Abridge, 
EmpowerMD

• From imaging
• Captioning 

literature

Gale et al 2019, Producing Radiologist-Quality Reports for Interpretable Deep Learning

“We use categorical variables for location and character 
to generate new sentences …with general structure:

“There is a [degree of displacement], [+/-
comminuted][+/- impacted] fracture of the [location] neck 
of femur [+/- with an avulsed fragment].” 

Negative cases (i.e., those without fractures) had –
”No fracture was identified on this study”. 



Summarization: Why?

Pivoravov and Elhadad, JAMIA 2015

• Information overload ! delays, errors of omission 
• Most chronically ill ! complex most notes

• E.g. for chronic kidney disease, 300+ notes on average over a 
decade plus, some have >4000

• Goal: Aid cognition, minimize superfluous text
• For refamiliarization

• Can take form of QA
• For handoff
• For discharge summaries



Summarization: How?

Pivoravov and Elhadad, JAMIA 2015

• Extractive summaries: selecting a subset 
of phrases from the original input text

• Abstractive summaries: generate novel 
synthesis of text



Summarization: To what end? 

Pivoravov and Elhadad, JAMIA 2015

• Indicative summaries:
point reader towards 
relevant knowledge, for 
use alongside the full 
patient record.

• Informative summaries: 
replacement of original 
text, to stand alone as 
shorter representation

Shing et al, Towards Clinical Encounter Summarization



Summarization: Evaluation

Pivoravov and Elhadad, JAMIA 2015

• Intrinsic: Measure the quality of the summary 
• Factual accuracy
• Comparison to a gold standard summary

• Extrinsic: Measure the utility of the summary, for task of 
interest
• Tasks like question answering, clinical trial matching, etc
• Time-to-task completion
• User satisfaction



Summarization Challenges

Pivoravov and Elhadad, JAMIA 2015

1. Accounting for similarity
2. Correct temporality 
3. Missing data (interoperability)
4. Relevance: task-specific and disagreement
5. Incorporation of domain knowledge
6. Deployment and real-world evaluation



CLIP: An Extractive Approach

What does the 
PCP need to know 

from a hospital 
visit?

Mullenbach et al, ACL 2021
Mullenbach et al, ACL 2021



Question: What approach 
might you take?



CLIP

Mullenbach et al, ACL 2021

• CLInicalfollowuP
• Dataset on top of MIMIC-III

• 718 labeled discharge summaries 
• 100k+ sentence-level annotations
• 0.925 inter-rater reliability

“Given perfect performance, this would reduce the number of 
sentences a PCP may need to read by 88%. The best model’s binary F1 
is near 0.9, compared to the human benchmark of 0.93. ”

https://github.com/asappresearch/clip



CLIP

Mullenbach et al, ACL 2021



CLIP

Mullenbach et al, ACL 2021



Disclaimer: bag-of-words is a strong baseline

(Chen et al, PSB 2021)

(Huang et al, CHIL 2020)
…

(Krishna et al, AAAI WS 2020)



Question: How would you automatically 
measure the quality of a summary? 



Radiology: An Abstractive Approach

Zhang et al, Optimizing the Factual Correctness of a Summary, ACL 2020

Common Neural abstractive 
summarization models

Goal: generate summaries which have high 
overlap with human references

Metrics:
ROUGE – check for overlap via
'n-grams’, 'longest-common-
subsequences’,
'weighted-subsequences’, 'skip-bigrams’
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Radiology: An Abstractive Approach

Trained via reinforcement learning 

Zhang et al, ACL 2020
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HARVEST: a visualization approach

Hirsch et al, JAMIA 2015



HARVEST: a visualization approach

Hirsch et al, JAMIA 2015

Term identification 
looking at UMLS 
disorders

Salience determined 
by tf-idf weighting 



HARVEST: evaluation
20 min-scenarios where 
participants answered a 35-
item questionnaire
• Date finding: How soon after 

discharge did the patient have 
follow up?

• Clinical fact or event finding: Does 
this patient have a history of X?

• Clinical comparisons: What 
accounted for the change in X 
over Y period?

• Clinical synthesis: What were the 
five most prominent problems 
over Y period?

Hirsch et al, JAMIA 2015
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Summary

• Clinical text contains a lot of important information found 
nowhere else in the medical record

• Clinical text can be leveraged to impact patient outcomes, 
both at the point-of-care and via retrospective research

• These problems are challenging and of longstanding interest

• Now is a ripe time to solve them!


