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A path to personalized medicine

• Clinical practice: Clinicians make (a series of) 
treatment decision(s) over the course of a patient’s 
disease or disorder
– Key decision points in the disease process
– Could be a fixed schedule, a milestone in the disease 

process, or an event necessitating a decision
– Several treatment options at each decision point

• Thus: treatment in practice involves sequential 
decision-making based on accruing information

(Marie Davidian, An Introduction to Dynamic Treatment Regimes)



Dynamic treatment regime

• Sequential decision rules, each corresponding to a 
key decision point

• Each rule tells us treatment to be given from among 
the available options based on the accrued 
information on the patient to that point

• Taken together, the rules define an algorithm for 
making treatment decisions

• Dynamic because the treatment action can vary 
depending on the accrued information

(Marie Davidian, An Introduction to Dynamic Treatment Regimes)



Example: ADHD therapy

• Decision 1: Low-dose therapy – 2 options: medication or 
behavior modification

• Subsequent monthly decisions:
– Responders: Continue initial therapy
– Non-responders – 2 options: add the other therapy or increase dose of 

current therapy

• Objective: maximize end-of-school-year performance

(Material from Marie Davidian, An Introduction to Dynamic Treatment Regimes; example from 
Susan Murphy)

ADHD therapy

Sequential (scheduled) decision points
• Decision 1: Low dose therapy – 2 options: medication or

behavior modification
• Subsequent monthly decisions:

I Responders – Continue initial therapy
I Non-responders – 2 options: add the other therapy or

increase dose of current therapy
• Objective: Improved end-of-school-year performance

Example from Susan Murphy, University of Michigan
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Example: Physical activity for men with 
prostate cancer

• Treatment regimes: Initiate 1 of 6 physical activity strategies at 
baseline and continue it over follow-up until development of a 
condition limiting physical activity

• (Vigororous activity) Regime 1: 1.25 hrs/wk; Regime 2: 2.5 
hrs/wk; Regime 3: 3.75 hrs/wk

• (Moderate activity) Regime 4: 2.5 hrs/wk; Regime 5: 5.0 
hrs/wk; Regime 6: 7.5 hrs/wk

• Outcome: all-cause mortality within 10 years of diagnosis

(Dickerman et al., Guideline-Based Physical Activity and Survival Among US Men With 
Nonmetastatic Prostate Cancer. Am J Epidemiol. 2019)



Example: Physical activity for men with 
prostate cancer

(Dickerman et al., Guideline-Based Physical Activity and Survival Among US Men With 
Nonmetastatic Prostate Cancer. Am J Epidemiol. 2019)

• This is a dynamic treatment strategy because of the 
decision when to stop
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WHAT ARE DYNAMIC TREATMENT STRATEGIES?
●○○○
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Treatment strategies
Point interventions Sustained strategies

Static Dynamic

1. Initiate treatment at 
baseline

2. Do not initiate 
treatment at 
baseline

1. Initiate treatment at 
baseline and continue 
over follow-up 

2. Do not initiate treatment 
over follow-up

1. Initiate treatment at 
baseline and continue 
over follow-up, unless a 
contraindication occurs

2. Do not initiate treatment 
over follow-up, unless 
an indication occurs

4/11/19 Barbra Dickerman 4



Example: First-line treatment for 
multiple myeloma

• Decision 1: Induction chemotherapy (options C1, C2)
• Decision 2:

– Maintenance treatment for patients who respond (options M1, M2)
– Start a different cancer treatment for those who don’t respond 

(options S1, S2)

• Objective: maximize survival time
• Example rules for decision 1:

– C1: If “age < 65 and in excellent physical health”, give bortezomib, 
lenalidomide, dexamethasone chemotherapy followed by autologous 
stem cell transplant. Otherwise, treat with daratumumab, bortezomib, 
melphalan, & prednisone.

– C2: treat everyone with daratumumab, bortezomib, melphalan, & 
prednisone 

(Marie Davidian, An Introduction to Dynamic Treatment Regimes)



Example: First-line treatment for 
multiple myeloma

• Which is the best treatment regime (policy)?
• Evaluate each of the following 8 dynamic regimes:

1. Give C1 followed by (M1 if response, S1 if no response)
2. Give C1 followed by (M1 if response, S2 if no response)
3. Give C1 followed by (M2 if response, S1 if no response)
4. Give C1 followed by (M2 if response, S2 if no response)
5. Give C2 followed by (M1 if response, S1 if no response)
6. Give C2 followed by (M1 if response, S2 if no response)
7. Give C2 followed by (M2 if response, S1 if no response)
8. Give C2 followed by (M2 if response, S2 if no response)

• Goal: evaluate the average outcome if all patients in the 
population were to follow each regime

(Marie Davidian, An Introduction to Dynamic Treatment Regimes)



Warm up: policies for point 
interventions (also, static policies)

• Suppose someone gave us a policy         that outputs a1 vs a2

• How do we evaluate it?
• In Lecture 12, we gave two approaches, one based on 

potential outcomes and the other based on propensity scores
• In both cases, we have to first consider the causal graph that 

underlies the observational data

⇡(l)

Action, 𝐴
(a1 or a2)

Reward, 𝑅

Features 
used for 𝜋, 𝐿

Confounders, 𝑋
Switched notation to what’s 

more typically used in RL
action A:   Treatment T
reward R:  Outcome Y

𝑆State



• First, use machine learning to 
obtain a model that can 
predict potential outcomes 
(we need ignorability, 
overlap)

• Then, use this model to 
estimate average reward of 
actions this policy would take:

Evaluating policies using covariate 
adjustment (from lecture 12)

𝑠!

𝑠"

𝑠#

𝐴
…

𝑓(𝑠, 𝐴)

𝑅

Regression 
model

Outcome / 
reward
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Q̂(⇡) =
1
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nX

i=1

f(li, xi,⇡(li))

si



• First, use machine learning to
obtain �̂� 𝐴 𝑠 = 𝑓(𝑠),
estimated propensity scores

• Then, use this model to reweight the observed rewards, 
accounting for dataset shift from observational policy to 
policy we wish to evaluate:

Evaluating policies using inverse 
propensity scores (from lecture 12)
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𝐴

Regression 
model

TreatmentFeatures

Q̂IPW (⇡) =
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Causal graph for dynamic treatment 
regimes

• Consider the true causal graph that generated the 
sequential treatment decisions observed in the data

• Best case scenario: independent decisions!



Causal graph for dynamic treatment 
regimes

• Consider the true causal graph that generated the 
sequential treatment decisions observed in the data

• Best case scenario: independent decisions!
𝐴!

𝑅!

𝑆!

𝑅"

𝐴"

𝑆"

𝑡 = 1 𝑡 = 2

𝑅#(𝑎) ⫫ 𝐴# ∣ 𝑆#

Ignorability

At each time step, we get completely fresh information that 
impacts next treatment decision 

Very important:
St includes both Lt
(variables used for 

𝜋#) and Xt
(confounders of 

clinician treatment 
decision At and 

current reward Rt) 

…

Actions

Rewards

State



Causal graph for dynamic treatment 
regimes

• Consider the true causal graph that generated the 
sequential treatment decisions observed in the data

𝐴!

𝑅!

𝑆!

𝑅"

𝐴"

𝑆"

It is likely that if Anna is diabetic, she will remain so

Anna’s health status depends on how we treated herVery important:
To maintain 

ignorability, St should 
include both Lt

(variables used for 
𝜋#) and Xt

(confounders of 
clinician treatment 

decision At and 
current and future 
rewards Rt, Rt+1, …) 



Causal graph for dynamic treatment 
regimes

• Consider the true causal graph that generated the 
sequential treatment decisions observed in the data

𝐴!

𝑅!

𝑆!

𝑅"

𝐴"

𝑆"

Unobserved confounder, 𝑈

Ignorability violated

Very important:
To maintain 

ignorability, St should 
include both Lt

(variables used for 
𝜋#) and Xt

(confounders of 
clinician treatment 

decision At and 
current and future 
rewards Rt, Rt+1, …) 



Causal graph for dynamic treatment 
regimes

• Consider the true causal graph that generated the 
sequential treatment decisions observed in the data

𝐴!

𝑅!

𝑆!

𝑅"

𝐴"

𝑆"

The outcome at a later time may depend on an earlier state

The outcome at a later time point may depend on earlier choices



𝐴!

𝑅!

𝑆!

𝑅"

𝐴"

𝑆"

If we already tried a treatment,
we might not try it again

If the last treatment was unsuccessful, 
it may change our next choice

If we know that a 
patient had a 

symptom previously, 
it may affect future 

decisions

Causal graph for dynamic treatment 
regimes

• Consider the true causal graph that generated the 
sequential treatment decisions observed in the data

TL;DR:
Think about possible 
short- and long-term 

confounders and 
include them in S



Assumptions for evaluation of dynamic 
treatment regimes

Strong ignorability:
𝑌(0), 𝑌(1) ⫫ 𝑇 ∣ 𝑋

“No hidden confounders”

Overlap: 
∀𝑥, 𝑡: 𝑝 𝑇 = 𝑡 𝑋 = 𝑥 > 0

“All actions possible”

Single-step case Sequential case

Sequential randomization:
∀𝑡$ ≥ 𝑡: 𝑅#$ ⫫ 𝐴# ∣ :𝑆#, �̅�#%!

“Reward indep. of policy given history”

Positivity: 
∀𝑎, 𝑡: 𝑝 𝐴# = 𝑎 :𝑆#, �̅�#%! > 0

“All actions possible at all times”

𝐴$

𝑅$

𝑆$

𝑅%

𝐴%

𝑆%

𝑇

𝑌

𝑋



Physical activity for men with prostate cancer
• Treatment regimes: Initiate 1 of 6 physical activity strategies at baseline 

and continue it over follow-up until development of a condition limiting 
physical activity

• Outcome: all-cause mortality within 10 years of diagnosis

(Dickerman et al., Guideline-Based Physical Activity and Survival Among US Men With Nonmetastatic 
Prostate Cancer. Am J Epidemiol. 2019)

What data do we need to collect?

vs.

 12 

 

 
 
 
 
 
 
 

Web Table 2. Covariates Used to Model 10-Year Risk of All-Cause Mortality Among Men With 
Nonmetastatic Prostate Cancer, Health Professionals Follow-Up Study. 
A. Time-fixed covariates Functional form 

as predictor 
Variable 

name 
Categories 

Baseline (assessed in first post-diagnostic questionnaire) 
Age 4 categories baseage_1 

baseage_2 
baseage_3 
baseage_4 

<65 years 
65-69.9 years 
70-74.9 years 

����\HDUV 
Clinical stage at diagnosis 2 categories stage_1 

stage_2 
T1 

T2, T3, T4, N1/M0 
Prostate-specific antigen level at 
diagnosis 

2 categories psa_1 
psa_2 

<4 ng/mL 
���QJ�P/ 

Gleason grade at diagnosis 3 categories gleason_1 
gleason_2 
gleason_3 

<7 
7 

>7 
Primary treatment  3 categories treat_1 

treat_2 
treat_3 

Radical prostatectomy  
Radiation 

Hormones, watchful 
waiting, other 

Parental history of myocardial 
infarction before age 60 

Indicator fhxmi Yes/No 

Pre-baseline (assessed in first pre-diagnostic questionnaire) 
BMI 4 categories bmi_pre_1 

bmi_pre_2 
bmi_pre_3 
bmi_pre_4 

<18.5 kg/m2 

18.5-24.9 kg/m2 

25.0-29.9 kg/m2 
����NJ�P2 

Vigorous physical activity 4 categories vigact_pre_1 
vigact_pre_2 
vigact_pre_3 
vigact_pre_4 

<1.25 hour/week 
1.25-2.49 hours/week 
2.50-3.74 hours/week 

������KRXUV�ZHHN 
Moderate physical activity 4 categories modact_pre_1 

modact_pre_2 
modact_pre_3 
modact_pre_4 

<2.5 hours/week 
2.5-4.9 hours/week 

5-7.4 hours/week 
�����KRXUV�ZHHN 

Smoking history Indicator smkhx Yes/No 
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Physical activity for men with prostate cancer
• Treatment regimes: Initiate 1 of 6 physical activity strategies at baseline 

and continue it over follow-up until development of a condition limiting 
physical activity

• Outcome: all-cause mortality within 10 years of diagnosis

(Dickerman et al., Guideline-Based Physical Activity and Survival Among US Men With Nonmetastatic 
Prostate Cancer. Am J Epidemiol. 2019)

What data do we need to collect?

vs.

 13 

Web Table 2 (continued). Covariates used to model 10-year risk of all-cause mortality among men with 
nonmetastatic prostate cancer, Health Professionals Follow-up Study. 

B. Time-varying covariatesa 
Modeling as 

dependent  
Variable 

name  
Functional form 

as predictor 
Category or knot 

locations 

Period of follow-up Not predicted period 5 period indicators N/A 
BMI Linear (on 

log scale)b 
bmi 4 categories 18.5, 25, 30  

kg/m2 
Vigorous physical activity Logistic, then 

log-linearc 
vigact Restricted cubic 

splines, 3 knots 
1.25, 2.5, 3.75 

hours/week 
Moderate physical activity Linearb modcat Restricted cubic 

splines, 3 knots 
2.5, 5, 7.5 

hours/week 
Development of functional 
impairment, metastasis, 
myocardial infarction, stroke, 
congestive heart failure, or 
amyotrophic lateral sclerosis 

Logistic to 
failured 

xcond Indicator and  
time since switch 

N/A 

Abbreviation: BMI, body mass index. 

a Time-varying covariates were assessed in all periods.  
b Variables predicted by a linear model were assigned a value equal to the predicted value plus the 
standard error multiplied by a random number from a Normal (0,1) distribution. Therefore, two subjects 
with the same risk factor history were not necessarily predicted to have exactly the same risk factor value 
at the next time point. Simulated values of continuous risk factors were truncated so that they did not fall 
outside of the observed range.  
c Variables with many zero values were predicted in two stages. First, we fit a logistic model on an 
indicator that the variable is nonzero. Second, we fit a linear model for the natural log of the nonzero 
values. Simulated values were truncated so that they did not fall outside of the observed range.   
d Variables predicted by a logistic model were assigned a value of 1 if the predicted probability was 
greater than a random number from a uniform distribution. After the first 1 is generated, the value is set 
to 1 thereafter.  
 

 
 
 
 
 
 
 
 
 
 
 
 
  



Warm up: Evaluating dynamic 
treatment regimes

• As a warmup, consider the simplified
causal model shown on the right

• Assume that the policy we are evaluating,
π, is given by a different rule 𝜋! for each 
time step t

𝐴!

𝑅!

𝑆!

𝑅"

𝐴"

𝑆"

𝑡 = 1 𝑡 = 2

…



• As a warmup, consider the simplified
causal model shown on the right

• Assume that the policy we are evaluating,
π, is given by a different rule 𝜋! for each 
time step t

𝐴!

𝑅!

𝑆!

𝑅"

𝐴"

𝑆"
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Warm up: Evaluating dynamic 
treatment regimes



Evaluating dynamic treatment regimes
𝐴$

𝑅$

𝑆$

𝑅%

𝐴%

𝑆%

• Notice that the same estimator does not
make sense when, e.g., S2 depends on A1

• The distribution of states S2 will be
affected by the policy’s choice of actions A1

– Cannot use the observational distribution

…



Evaluating dynamic treatment regimes
𝐴$

𝑅$

𝑆$

𝑅%

𝐴%

𝑆%



Evaluating dynamic treatment 
regimes: parametric G-formula

𝐴$

𝑅$

𝑆$

𝑅%

𝐴%

𝑆%

Concern: Errors may compound; also, may be insufficient data for any one time step.

[James Robins. A new approach to causal inference in mortality studies with a sustained exposure period—application to 
control of the healthy worker survivor effect. Mathematical Modelling, 1986.

For recent work, see: Rui Li et al., G-Net: a Recurrent Network Approach to G-Computation for Counterfactual Prediction Under 
a Dynamic Treatment Regime. Proceedings of Machine Learning Research 158:282–297, 2021.]
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①Fit parametric regression models for treatment, confounders, 
and death at each follow-up time t as a function of treatment and 
covariate history among those under follow-up at time t

② Monte Carlo simulation to generate a 10,000-person population 
under each strategy by sampling with replacement from the 
original study population (to estimate the standardized cumulative 
risk under a given strategy)

③ Repeat in 500 bootstrap samples to obtain 95% confidence 
intervals (CIs)

Steps of the parametric g-formula

134/11/19 Barbra Dickerman

Strategy
10-year
risk (%) 95% CI

Risk 
ratio 95% CI

No intervention 15.4 (13.3, 17.7) 1.0 --
Vigorous activity
≥1.25 h/week 13.0 (10.9, 15.4) 0.84 (0.75, 0.94)
≥2.5 h/week 11.1 (8.7, 14.1) 0.72 (0.58, 0.88)
≥3.75 h/week 10.5 (8.0, 13.5) 0.68 (0.53, 0.85)
Moderate activity
≥2.5 h/week 13.9 (12.0, 16.0) 0.90 (0.84, 0.94)
≥5 h/week 12.6 (10.6, 14.7) 0.81 (0.73, 0.88)
≥7.5 h/week 12.2 (10.3, 14.4) 0.79 (0.71, 0.86)

Estimated risk of all-cause mortality under 
several physical activity strategies

All strategies excuse 
men from following the 
recommended physical 
activity levels after 
development of 
metastasis, MI, stroke, 
CHF, ALS, or functional 
impairment 

144/11/19 Barbra Dickerman



Physical activity for men with prostate cancer
• Treatment regimes: Initiate 1 of 6 physical activity strategies at baseline 

and continue it over follow-up until development of a condition limiting 
physical activity

• Outcome: all-cause mortality within 10 years of diagnosis

(Dickerman et al., Guideline-Based Physical Activity and Survival Among US Men With Nonmetastatic 
Prostate Cancer. Am J Epidemiol. 2019)

What data do we need to collect?

vs.

 13 

Web Table 2 (continued). Covariates used to model 10-year risk of all-cause mortality among men with 
nonmetastatic prostate cancer, Health Professionals Follow-up Study. 

B. Time-varying covariatesa 
Modeling as 

dependent  
Variable 

name  
Functional form 

as predictor 
Category or knot 

locations 

Period of follow-up Not predicted period 5 period indicators N/A 
BMI Linear (on 

log scale)b 
bmi 4 categories 18.5, 25, 30  

kg/m2 
Vigorous physical activity Logistic, then 

log-linearc 
vigact Restricted cubic 

splines, 3 knots 
1.25, 2.5, 3.75 

hours/week 
Moderate physical activity Linearb modcat Restricted cubic 

splines, 3 knots 
2.5, 5, 7.5 

hours/week 
Development of functional 
impairment, metastasis, 
myocardial infarction, stroke, 
congestive heart failure, or 
amyotrophic lateral sclerosis 

Logistic to 
failured 

xcond Indicator and  
time since switch 

N/A 

Abbreviation: BMI, body mass index. 

a Time-varying covariates were assessed in all periods.  
b Variables predicted by a linear model were assigned a value equal to the predicted value plus the 
standard error multiplied by a random number from a Normal (0,1) distribution. Therefore, two subjects 
with the same risk factor history were not necessarily predicted to have exactly the same risk factor value 
at the next time point. Simulated values of continuous risk factors were truncated so that they did not fall 
outside of the observed range.  
c Variables with many zero values were predicted in two stages. First, we fit a logistic model on an 
indicator that the variable is nonzero. Second, we fit a linear model for the natural log of the nonzero 
values. Simulated values were truncated so that they did not fall outside of the observed range.   
d Variables predicted by a logistic model were assigned a value of 1 if the predicted probability was 
greater than a random number from a uniform distribution. After the first 1 is generated, the value is set 
to 1 thereafter.  
 

 
 
 
 
 
 
 
 
 
 
 
 
  



Physical activity for men with prostate cancer

(Dickerman et al., Guideline-Based Physical Activity and Survival Among US Men With Nonmetastatic 
Prostate Cancer. Am J Epidemiol. 2019)

𝐴$

𝑅$
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𝑅%

𝐴%
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        vigact_pre_3      1      0.3216      0.2661        1.4613        0.2267 
        modact_pre_1      1     -0.2790      0.1871        2.2227        0.1360 
        modact_pre_2      1      0.0895      0.1929        0.2153        0.6427 
        modact_pre_3      1     -0.3047      0.2209        1.9030        0.1677 
        fhxmi             1     -0.4512      0.2314        3.8022        0.0512 
        period_1          1     -1.9668      0.2933       44.9689        <.0001 
        period_2          1     -1.0941      0.2092       27.3642        <.0001 
        period_3          1     -0.7179      0.1933       13.7946        0.0002 
        period_4          1     -0.6624      0.1952       11.5154        0.0007 
        xcond             1      1.3141      0.2703       23.6344        <.0001 
        tsxcond_inter     1     -0.1149      0.1256        0.8378        0.3600 
        modact            1     -0.2250      0.0428       27.5893        <.0001 
        modact_spl1       1      0.1548      0.0327       22.3509        <.0001 
        bmi_1             1      1.8081      0.6642        7.4107        0.0065 
        bmi_2             1      0.7712      0.3792        4.1365        0.0420 
        bmi_3             1      0.2690      0.3557        0.5718        0.4496 
        vigact            1     -0.2727      0.0983        7.7001        0.0055 
        vigact_spl1       1      0.1708      0.0924        3.4156        0.0646  
  

 
Model 2 Development of conditions limiting physical activity model (composite of functional 
impairment, metastasis, myocardial infarction, stroke, congestive heart failure, or amyotrophic 
lateral sclerosis) 
 
 

The LOGISTIC Procedure 
 
                                   Model Information 
 
                     Data Set                      WORK.PARAM       
                     Response Variable             xcond            
                     Number of Response Levels     2                
                     Weight Variable               _weight_         
                     Model                         binary logit     
                     Optimization Technique        Fisher's scoring 
 
 
                        Number of Observations Read        6396 
                        Number of Observations Used        6396 
                        Sum of Weights Read                6396 
                        Sum of Weights Used                6396 
 
 
                                    Response Profile 
  
                   Ordered                      Total            Total 
                     Value        xcond     Frequency           Weight 
 
                         1            1           400         400.0000 
                         2            0          5996        5996.0000 
 
                            Probability modeled is xcond=1. 
 
 
                                Model Convergence Status 
 
                     Convergence criterion (GCONV=1E-8) satisfied.           
 
 
                        Analysis of Maximum Likelihood Estimates 
  
                                            Standard          Wald 

 4 

Web Appendix 2  
 
Models used for the parametric g-formula 
 
Model 1 Outcome model 
 
 

The LOGISTIC Procedure 
 
                                   Model Information 
 
                     Data Set                      WORK.PARAM       
                     Response Variable             event            
                     Number of Response Levels     2                
                     Weight Variable               _weight_         
                     Model                         binary logit     
                     Optimization Technique        Fisher's scoring 
 
 
                        Number of Observations Read        9119 
                        Number of Observations Used        8972 
                        Sum of Weights Read                9119 
                        Sum of Weights Used                8972 
 
  
                                    Response Profile 
  
                   Ordered                      Total            Total 
                     Value        event     Frequency           Weight 
 
                         1            1           250         250.0000 
                         2            0          8722        8722.0000 
 
                            Probability modeled is event=1. 
 
 
                                Model Convergence Status 
 
                     Convergence criterion (GCONV=1E-8) satisfied.           
 
 
                       Analysis of Maximum Likelihood Estimates 
  
                                           Standard          Wald 
        Parameter        DF    Estimate       Error    Chi-Square    Pr > ChiSq 
 
        Intercept         1     -1.5533      0.5177        9.0033        0.0027 
        baseage_1         1     -0.6195      0.2340        7.0103        0.0081 
        baseage_2         1     -0.5315      0.2091        6.4595        0.0110 
        baseage_3         1     -0.2737      0.1713        2.5513        0.1102 
        smkhx             1      0.0519      0.1377        0.1419        0.7064 
        treat_1           1     -0.6531      0.2308        8.0095        0.0047 
        treat_2           1     -0.1870      0.2036        0.8438        0.3583 
        stage_1           1     -0.0711      0.1473        0.2328        0.6295 
        psa_1             1      0.1947      0.2119        0.8439        0.3583 
        gleason_1         1     -0.8889      0.2079       18.2833        <.0001 
        gleason_2         1     -0.3619      0.2156        2.8191        0.0931 
        bmi_pre_1         1     -0.4894      1.1816        0.1715        0.6788 
        bmi_pre_2         1      0.1708      0.3975        0.1845        0.6675 
        bmi_pre_3         1      0.5384      0.3666        2.1571        0.1419 
        vigact_pre_1      1      0.1136      0.2333        0.2372        0.6263 
        vigact_pre_2      1     -0.0524      0.3215        0.0266        0.8706 
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Web Appendix 2  
 
Models used for the parametric g-formula 
 
Model 1 Outcome model 
 
 

The LOGISTIC Procedure 
 
                                   Model Information 
 
                     Data Set                      WORK.PARAM       
                     Response Variable             event            
                     Number of Response Levels     2                
                     Weight Variable               _weight_         
                     Model                         binary logit     
                     Optimization Technique        Fisher's scoring 
 
 
                        Number of Observations Read        9119 
                        Number of Observations Used        8972 
                        Sum of Weights Read                9119 
                        Sum of Weights Used                8972 
 
  
                                    Response Profile 
  
                   Ordered                      Total            Total 
                     Value        event     Frequency           Weight 
 
                         1            1           250         250.0000 
                         2            0          8722        8722.0000 
 
                            Probability modeled is event=1. 
 
 
                                Model Convergence Status 
 
                     Convergence criterion (GCONV=1E-8) satisfied.           
 
 
                       Analysis of Maximum Likelihood Estimates 
  
                                           Standard          Wald 
        Parameter        DF    Estimate       Error    Chi-Square    Pr > ChiSq 
 
        Intercept         1     -1.5533      0.5177        9.0033        0.0027 
        baseage_1         1     -0.6195      0.2340        7.0103        0.0081 
        baseage_2         1     -0.5315      0.2091        6.4595        0.0110 
        baseage_3         1     -0.2737      0.1713        2.5513        0.1102 
        smkhx             1      0.0519      0.1377        0.1419        0.7064 
        treat_1           1     -0.6531      0.2308        8.0095        0.0047 
        treat_2           1     -0.1870      0.2036        0.8438        0.3583 
        stage_1           1     -0.0711      0.1473        0.2328        0.6295 
        psa_1             1      0.1947      0.2119        0.8439        0.3583 
        gleason_1         1     -0.8889      0.2079       18.2833        <.0001 
        gleason_2         1     -0.3619      0.2156        2.8191        0.0931 
        bmi_pre_1         1     -0.4894      1.1816        0.1715        0.6788 
        bmi_pre_2         1      0.1708      0.3975        0.1845        0.6675 
        bmi_pre_3         1      0.5384      0.3666        2.1571        0.1419 
        vigact_pre_1      1      0.1136      0.2333        0.2372        0.6263 
        vigact_pre_2      1     -0.0524      0.3215        0.0266        0.8706 
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        vigact_pre_3      1      0.3216      0.2661        1.4613        0.2267 
        modact_pre_1      1     -0.2790      0.1871        2.2227        0.1360 
        modact_pre_2      1      0.0895      0.1929        0.2153        0.6427 
        modact_pre_3      1     -0.3047      0.2209        1.9030        0.1677 
        fhxmi             1     -0.4512      0.2314        3.8022        0.0512 
        period_1          1     -1.9668      0.2933       44.9689        <.0001 
        period_2          1     -1.0941      0.2092       27.3642        <.0001 
        period_3          1     -0.7179      0.1933       13.7946        0.0002 
        period_4          1     -0.6624      0.1952       11.5154        0.0007 
        xcond             1      1.3141      0.2703       23.6344        <.0001 
        tsxcond_inter     1     -0.1149      0.1256        0.8378        0.3600 
        modact            1     -0.2250      0.0428       27.5893        <.0001 
        modact_spl1       1      0.1548      0.0327       22.3509        <.0001 
        bmi_1             1      1.8081      0.6642        7.4107        0.0065 
        bmi_2             1      0.7712      0.3792        4.1365        0.0420 
        bmi_3             1      0.2690      0.3557        0.5718        0.4496 
        vigact            1     -0.2727      0.0983        7.7001        0.0055 
        vigact_spl1       1      0.1708      0.0924        3.4156        0.0646  
  

 
Model 2 Development of conditions limiting physical activity model (composite of functional 
impairment, metastasis, myocardial infarction, stroke, congestive heart failure, or amyotrophic 
lateral sclerosis) 
 
 

The LOGISTIC Procedure 
 
                                   Model Information 
 
                     Data Set                      WORK.PARAM       
                     Response Variable             xcond            
                     Number of Response Levels     2                
                     Weight Variable               _weight_         
                     Model                         binary logit     
                     Optimization Technique        Fisher's scoring 
 
 
                        Number of Observations Read        6396 
                        Number of Observations Used        6396 
                        Sum of Weights Read                6396 
                        Sum of Weights Used                6396 
 
 
                                    Response Profile 
  
                   Ordered                      Total            Total 
                     Value        xcond     Frequency           Weight 
 
                         1            1           400         400.0000 
                         2            0          5996        5996.0000 
 
                            Probability modeled is xcond=1. 
 
 
                                Model Convergence Status 
 
                     Convergence criterion (GCONV=1E-8) satisfied.           
 
 
                        Analysis of Maximum Likelihood Estimates 
  
                                            Standard          Wald 
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        Parameter         DF    Estimate       Error    Chi-Square    Pr > ChiSq 
 
        Intercept          1     -0.0539      0.3834        0.0198        0.8881 
        baseage_1          1     -1.2596      0.1870       45.3840        <.0001 
        baseage_2          1     -0.5674      0.1555       13.3161        0.0003 
        baseage_3          1     -0.3398      0.1379        6.0743        0.0137 
        smkhx              1      0.0342      0.1082        0.1001        0.7517 
        treat_1            1     -0.5107      0.1838        7.7207        0.0055 
        treat_2            1     -0.1951      0.1670        1.3642        0.2428 
        stage_1            1     -0.2366      0.1162        4.1433        0.0418 
        psa_1              1     -0.3521      0.1759        4.0052        0.0454 
        gleason_1          1     -0.6022      0.1659       13.1855        0.0003 
        gleason_2          1     -0.3454      0.1784        3.7464        0.0529 

 bmi_pre_1          1     -1.5383      1.1149        1.9038        0.1677 
        bmi_pre_2          1     -0.0499      0.2744        0.0331        0.8556 
        bmi_pre_3          1     -0.1727      0.2348        0.5411        0.4620 
        vigact_pre_1       1     -0.0748      0.1852        0.1633        0.6861 
        vigact_pre_2       1    -0.00800      0.2359        0.0011        0.9729 
        vigact_pre_3       1      0.1594      0.2034        0.6137        0.4334 
        modact_pre_1       1      0.1080      0.1544        0.4888        0.4845 
        modact_pre_2       1      0.2414      0.1619        2.2237        0.1359 
        modact_pre_3       1      0.0816      0.1659        0.2421        0.6227 
        fhxmi              1      0.2013      0.1538        1.7128        0.1906 
        period_1           0           0           .         .             .     
        period_2           1     -0.3085      0.1547        3.9758        0.0462 
        period_3           1     -0.3899      0.1631        5.7158        0.0168 
        period_4           1     -0.3082      0.1736        3.1541        0.0757 
        modact_l1          1     -0.0839      0.0360        5.4254        0.0198 
        modact_l1_spl1     1      0.0492      0.0272        3.2752        0.0703 
        bmi_l1_1           1      0.6708      0.6371        1.1086        0.2924 
        bmi_l1_2           1     -0.6886      0.2674        6.6323        0.0100 
        bmi_l1_3           1     -0.3326      0.2242        2.2013        0.1379 
        vigact_l1          1     -0.1384      0.0718        3.7121        0.0540 
        vigact_l1_spl1     1      0.0617      0.0661        0.8690        0.3512  
  

 
 Model 3 Moderate activity model 
  
 

The REG Procedure 
                                     Model: MODEL1 
                              Dependent Variable: modact  
 
                        Number of Observations Read        6820 
                        Number of Observations Used        6820 
 
 
                  Root MSE              6.58707    R-Square     0.3772 
                  Dependent Mean        7.65784    Adj R-Sq     0.3743 
                  Coeff Var            86.01741                        
 
 
                                  Parameter Estimates 
  
                                 Parameter       Standard 
       Variable          DF       Estimate          Error    t Value    Pr > |t| 
 
       Intercept          1        2.69012        0.66876       4.02      <.0001 
       baseage_1          1        0.85723        0.26537       3.23      0.0012 
       baseage_2          1        1.05468        0.25775       4.09      <.0001 
       baseage_3          1        0.64540        0.24380       2.65      0.0081 
       smkhx              1       -0.06564        0.16264      -0.40      0.6865 

𝐴$

𝑅$

𝑆$

𝑅%

𝐴%

𝑆%
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       gleason_2          1       -0.00532        0.00339      -1.57      0.1166 
       bmi_pre_1          1       -0.13960        0.01377     -10.14      <.0001 
       bmi_pre_2          1       -0.11586        0.00451     -25.71      <.0001 
       bmi_pre_3          1       -0.05476        0.00390     -14.03      <.0001 
       vigact_pre_1       1        0.00198        0.00273       0.73      0.4674 
       vigact_pre_2       1        0.00270        0.00344       0.79      0.4320 
       vigact_pre_3       1        0.00167        0.00305       0.55      0.5844 
       modact_pre_1       1        0.00249        0.00239       1.04      0.2967 
       modact_pre_2       1        0.00261        0.00247       1.06      0.2904 
       modact_pre_3       1     0.00085917        0.00251       0.34      0.7323 
       fhxmi              1       -0.00353        0.00248      -1.42      0.1547 
       period_1           0              0              .        .         .     
       period_2           1        0.00642        0.00255       2.52      0.0117 
       period_3           1        0.00291        0.00258       1.13      0.2584 
       period_4           1        0.00144        0.00266       0.54      0.5893 
       xcond              1       -0.00474        0.00521      -0.91      0.3626 
       tsxcond_inter      1        0.00171        0.00252       0.68      0.4977 
       modact_l1          1     0.00020698     0.00064776       0.32      0.7493 
       modact_l1_spl1     1    -0.00006509     0.00047249      -0.14      0.8904 
       bmi_l1_1           1       -0.38170        0.01398     -27.31      <.0001 
       bmi_l1_2           1       -0.22560        0.00431     -52.30      <.0001 
       bmi_l1_3           1       -0.12555        0.00370     -33.89      <.0001 
       vigact_l1          1       -0.00171        0.00105      -1.63      0.1027 
       vigact_l1_spl1     1     0.00096989     0.00090280       1.07      0.2827 
       modact             1    -0.00045448     0.00062425      -0.73      0.4666 
       modact_spl1        1     0.00000458     0.00045730       0.01      0.9920  
  
 
 Model 5 Vigorous activity models 
 
  

The LOGISTIC Procedure 
 
                                   Model Information 
 
                     Data Set                      WORK.PARAM       
                     Response Variable             zvigact          
                     Number of Response Levels     2                
                     Weight Variable               _weight_         
                     Model                         binary logit     
                     Optimization Technique        Fisher's scoring 
 
 
                        Number of Observations Read        6820 
                        Number of Observations Used        6820 
                        Sum of Weights Read                6820 
                        Sum of Weights Used                6820 
 
 
                                    Response Profile 
  
                   Ordered                      Total            Total 
                     Value      zvigact     Frequency           Weight 
 
                         1            1          3594        3594.0000 
                         2            0          3226        3226.0000 
 
                           Probability modeled is zvigact=1. 
 
 
                                Model Convergence Status 
 
                     Convergence criterion (GCONV=1E-8) satisfied.           
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       treat_1            1        0.10728        0.30874       0.35      0.7283 
       treat_2            1       -0.26481        0.30093      -0.88      0.3789 
       stage_1            1        0.04409        0.18358       0.24      0.8102 
       psa_1              1        0.08472        0.23860       0.36      0.7225 
       gleason_1          1        0.33983        0.31133       1.09      0.2751 
       gleason_2          1        0.40371        0.33265       1.21      0.2249 
       bmi_pre_1          1       -2.37861        1.35111      -1.76      0.0784 
       bmi_pre_2          1       -0.38232        0.44223      -0.86      0.3873 
       bmi_pre_3          1       -0.14650        0.38320      -0.38      0.7022 
       vigact_pre_1       1       -0.24552        0.26788      -0.92      0.3594 
       vigact_pre_2       1       -0.49579        0.33759      -1.47      0.1420 
       vigact_pre_3       1        0.01401        0.29942       0.05      0.9627 
       modact_pre_1       1       -2.72369        0.23121     -11.78      <.0001 
       modact_pre_2       1       -2.37572        0.24071      -9.87      <.0001 
       modact_pre_3       1       -1.40199        0.24593      -5.70      <.0001 
       fhxmi              1        0.43595        0.24342       1.79      0.0733 
       period_1           0              0              .        .         .     
       period_2           1        0.72158        0.24967       2.89      0.0039 
       period_3           1        0.71701        0.25250       2.84      0.0045 
       period_4           1        0.29881        0.26149       1.14      0.2532 
       xcond              1       -0.78575        0.51009      -1.54      0.1235 
       tsxcond_inter      1        0.08094        0.24691       0.33      0.7431 
       modact_l1          1        0.80444        0.05676      14.17      <.0001 
       modact_l1_spl1     1       -0.19971        0.04197      -4.76      <.0001 
       bmi_l1_1           1        4.32035        1.37096       3.15      0.0016 
       bmi_l1_2           1        0.84932        0.42325       2.01      0.0448 
       bmi_l1_3           1        0.63631        0.36352       1.75      0.0801     

vigact_l1          1       -0.10662        0.10294      -1.04      0.3004 
       vigact_l1_spl1     1        0.07749        0.08853       0.88      0.3814  
 

 
 Model 4 BMI model 
  
 

The REG Procedure 
                                     Model: MODEL1 
                                Dependent Variable: bmi  
 
                        Number of Observations Read        6820 
                        Number of Observations Used        6820 
 
 
                  Root MSE              0.06711    R-Square     0.7217 
                  Dependent Mean        3.24274    Adj R-Sq     0.7203 
                  Coeff Var             2.06948                        
 
 
                                  Parameter Estimates 
  
                                 Parameter       Standard 
       Variable          DF       Estimate          Error    t Value    Pr > |t| 
 
       Intercept          1        3.46142        0.00687     503.79      <.0001 
       baseage_1          1        0.01699        0.00271       6.27      <.0001 
       baseage_2          1        0.01693        0.00263       6.43      <.0001 
       baseage_3          1        0.00810        0.00249       3.26      0.0011 
       smkhx              1        0.00309        0.00166       1.86      0.0625 
       treat_1            1        0.00411        0.00315       1.31      0.1913 
       treat_2            1        0.00132        0.00307       0.43      0.6675 
       stage_1            1       -0.00279        0.00187      -1.49      0.1354 
       psa_1              1       -0.00291        0.00243      -1.20      0.2307 
       gleason_1          1       -0.00258        0.00317      -0.81      0.4153 
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       treat_1            1        0.10728        0.30874       0.35      0.7283 
       treat_2            1       -0.26481        0.30093      -0.88      0.3789 
       stage_1            1        0.04409        0.18358       0.24      0.8102 
       psa_1              1        0.08472        0.23860       0.36      0.7225 
       gleason_1          1        0.33983        0.31133       1.09      0.2751 
       gleason_2          1        0.40371        0.33265       1.21      0.2249 
       bmi_pre_1          1       -2.37861        1.35111      -1.76      0.0784 
       bmi_pre_2          1       -0.38232        0.44223      -0.86      0.3873 
       bmi_pre_3          1       -0.14650        0.38320      -0.38      0.7022 
       vigact_pre_1       1       -0.24552        0.26788      -0.92      0.3594 
       vigact_pre_2       1       -0.49579        0.33759      -1.47      0.1420 
       vigact_pre_3       1        0.01401        0.29942       0.05      0.9627 
       modact_pre_1       1       -2.72369        0.23121     -11.78      <.0001 
       modact_pre_2       1       -2.37572        0.24071      -9.87      <.0001 
       modact_pre_3       1       -1.40199        0.24593      -5.70      <.0001 
       fhxmi              1        0.43595        0.24342       1.79      0.0733 
       period_1           0              0              .        .         .     
       period_2           1        0.72158        0.24967       2.89      0.0039 
       period_3           1        0.71701        0.25250       2.84      0.0045 
       period_4           1        0.29881        0.26149       1.14      0.2532 
       xcond              1       -0.78575        0.51009      -1.54      0.1235 
       tsxcond_inter      1        0.08094        0.24691       0.33      0.7431 
       modact_l1          1        0.80444        0.05676      14.17      <.0001 
       modact_l1_spl1     1       -0.19971        0.04197      -4.76      <.0001 
       bmi_l1_1           1        4.32035        1.37096       3.15      0.0016 
       bmi_l1_2           1        0.84932        0.42325       2.01      0.0448 
       bmi_l1_3           1        0.63631        0.36352       1.75      0.0801     

vigact_l1          1       -0.10662        0.10294      -1.04      0.3004 
       vigact_l1_spl1     1        0.07749        0.08853       0.88      0.3814  
 

 
 Model 4 BMI model 
  
 

The REG Procedure 
                                     Model: MODEL1 
                                Dependent Variable: bmi  
 
                        Number of Observations Read        6820 
                        Number of Observations Used        6820 
 
 
                  Root MSE              0.06711    R-Square     0.7217 
                  Dependent Mean        3.24274    Adj R-Sq     0.7203 
                  Coeff Var             2.06948                        
 
 
                                  Parameter Estimates 
  
                                 Parameter       Standard 
       Variable          DF       Estimate          Error    t Value    Pr > |t| 
 
       Intercept          1        3.46142        0.00687     503.79      <.0001 
       baseage_1          1        0.01699        0.00271       6.27      <.0001 
       baseage_2          1        0.01693        0.00263       6.43      <.0001 
       baseage_3          1        0.00810        0.00249       3.26      0.0011 
       smkhx              1        0.00309        0.00166       1.86      0.0625 
       treat_1            1        0.00411        0.00315       1.31      0.1913 
       treat_2            1        0.00132        0.00307       0.43      0.6675 
       stage_1            1       -0.00279        0.00187      -1.49      0.1354 
       psa_1              1       -0.00291        0.00243      -1.20      0.2307 
       gleason_1          1       -0.00258        0.00317      -0.81      0.4153 
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Sharing parameters for policies, time-
dependent confounders, and outcomes

• To have sequential ignorability, we need to remember history
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Sharing parameters for policies, time-
dependent confounders, and outcomes

• To have sequential ignorability, we need to remember history

• The difficulty with history is that its size grows with time 
• Use domain knowledge to summarize salient parts of history 

into a fixed set of time-dependent confounders
• Alternatively, learn a summary function that maintains what 

is relevant, e.g., using an RNN
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Ignorability



Sharing parameters for policies, time-
dependent confounders, and outcomes
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• Look familiar? This is a Markov decision process 
(MDP), and we are doing (batch) reinforcement 
learning!

Will use S instead of 
H, but remember 
how we got here

Game state 𝑆!

Possible actions 𝐴!

Next state 𝑆" Reward 𝑅"
(Loss)

Figure by Tim Wheeler, tim.hibal.org

• AlphaStar
• AlphaGo
• DQN Atari
• Open AI Five



Sharing parameters for policies, time-
dependent confounders, and outcomes

• Look familiar? This is a Markov decision process 
(MDP), and we are doing (batch) reinforcement 
learning!

• Up until now, we have only talked about evaluation 
of dynamic treatment regimes

• How do we find optimal policies?
1. Policy gradient using G-computation (estimate MDP first) 

or marginal structural models (inverse propensity score-
based estimator)

2. Dynamic programming (G-estimation) or Q-learning



Summary

Significant care needed when performing off-policy RL in 
healthcare
• What are the decision points?
• What is the underlying causal graph? (Taking into 

consideration clinical practice today.)
• Is there hidden confounding? When does positivity (overlap) 

hold?
• What are reasonable ways to share parameters without 

creating hidden confounding?
Consider tackling evaluation of a few reasonable policies before 
attempting to use black-box methods to learn an optimal policy
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